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PREFACE

Summary — The main rule while reading this student version of my thesis is ‘Only read
the parts that you are interested in.’ If something becomes boring, skip that part and go to
the next section/chapter.

I have set up this student version mostly as an educational book, because I feel that this is
the most effective way to contribute to science. It has been written with a different mindset
than most scientific papers. I have not tried to minimize the word or page count, but rather
the ‘science per cognitive load’, making the theory as intuitive as possible.

To accomplish this, each chapter focuses mainly on the ideas behind the theories, relegat-
ing mathematical derivations to the appendices. In addition, each chapter starts with a
summary, and it is relatively easy to jump between chapters, especially after obtaining the
intuitive view on Gaussian process regression explained in Sections 2.1, 2.2 and 2.4.1. Fi-
nally, all the source code for the examples and applications in this student version can be
found online, ready for you to play around with. For this, see Bijl (2016a).

This student version of my Ph.D. thesis has been written with as main philosophy to save
the reader time and energy. ‘How can that be? It is huge!’ you may be thinking. But it is
overly long exactly because of this goal. All the information you may need is right here
in this file, and more. And that is why the main rule while reading this thesis version is
simple.

Only read the parts that you are interested in.

In this preface I will tell you more about why I set up the thesis in this way, as well as give
you some tips and tricks on how best to read it. If you are interested, then read on. If not?
Then skip it. You will not miss anything crucial. Just check out the Table of Contents and
find something that sparks your imagination.

THE GOAL OF THIS STUDENT VERSION
‘The goal of a Ph.D. is to contribute to a certain scientific field,’ they told me when I
started my project. I liked that. Having a clear goal is always a good thing.

Then they told me how to do that. ‘You have to publish at least three journal pa-
pers.’ And that’s where things went awry. Because the way I think highly educated people
should be managed – or at least how I should be managed – is not by telling them how to
do things. They’re smart enough to figure that out for themselves. You just tell them the
goals they need to reach, and let them figure out the ideal way for them to reach those
goals, of course with sufficient coaching. So my goal was still to contribute to science.

xi
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And quickly I realized that publishing papers did not feel like the best way to con-
tribute. To me it felt like the scientific world was already flooded with papers. In fact,
there were so many that I doubt anyone has a proper overview of the field anymore.

It all reminded me of some of my software projects. Sometimes these projects get
so many additions from just as many different people, at different times, from different
perspectives, that the whole project becomes a mess. It is nearly impossible to add stuff
then, because no one knows how it affects other parts of the system, or how all function-
alities relate to each other.

The solution there? A massive clean-up. A version 2.0. The best thing to do is to sort
things out. To actually remove code. To simplify. To make notations and conventions
uniform again. To create an overview. You don’t actually build new stuff during that time,
but the process itself is invaluable. Because after the clean-up, suddenly everything is
easier and new contributions, even big ones which were previously unimaginable, often
follow without much effort.

So what is different in the scientific world? Not much actually. I think the best thing
we can do in almost every scientific field, at least for now, is not to add more papers. It
is to sort things out. To get a uniform notation and language. To create an overview of
what we know, allowing new people to easily enter the field. And to keep this overview
updated with new developments as we go, though always keeping it structured. And that
is exactly my goal for the student version of my thesis. It serves as an introduction into
the wondrous world of Gaussian process regression. Of course it’s far from a complete
overview, but I hope it’s a step in the right direction. And hopefully I can find the time to
add updates every now and then to the online version, keeping track of developments in
the field.

THOUGHTS BEHIND THE WRITING STYLE
Throughout the years I have learned the ideas behind Gaussian process regression, as
well as various other mathematical techniques. In hindsight, learning these things took
more time and energy than it should have. So while writing this student version, I have
adopted a writing style whose goals is to save you time and energy while learning. How-
ever, the question ‘How can you save a reader time?’ is a hard one. How can I do this?
And how does it work in general, in the scientific world?

Within scientific writing, there have been different writing mindsets throughout the
years. In the old days, it was not about saving time at all. The focus was on minimizing
the page count of a paper. The reason for this was obvious. With the peer review system,
every paper had to be sent across the globe multiple times, resulting in significant costs.
The less pages a paper had, the lower the costs. Hence the double column formats with
tiny margins.

But with the advent of the digital era, this focus no longer makes sense. Yes, there
are still many journals making use of page limits, although in my eyes any journal which
desperately holds on to this criterion shows an ineptitude of using any of the other fo-
cuses we will discuss. If not for the very conservative and monopolized publishing world,
I believe these journals would have become obsolete several years ago.

Luckily other journals are making advances. Some are for instance focusing on the
word count and comparing this to the strength of the scientific contribution. This amount
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of ‘science per word’ is then used as measure for the efficiency of the writing. This seems
like a much better criterion. The word count is a measure of the time needed to read the
paper. So focusing on this would mean that any reader would get as much ‘science per
minute’ as possible. Right?

Well, partly. Though it is a significant improvement, I still find flaws in this philoso-
phy. I have often read a paper in only thirty minutes, only to spend the rest of the day
figuring out what the contents actually meant. I had to redo derivations (which were not
fully written down), I had to track down a one-line proof from a nearly intractable refer-
ence (which could have also been incorporated into the paper) and I had to figure out
the hidden assumptions made in the experiment section. Though the word count may
be low in such a paper, a quantity that I call cognitive load is often very high.

Instead, I think scientific writing should focus on optimizing the ‘science per cogni-
tive load’. The easier something is to read, the better you will understand it and also the
faster you can read it through. The only downside is that the cognitive load is not some-
thing which can easily be measured by a computer program or (worse) a manager. It
depends on the prior knowledge of the intended audience, estimating it requires expert
knowledge, and still the measure remains rather subjective and personal. Nevertheless,
the current peer review system already has an abundance of both expert knowledge and
subjective judgments. So such a system should be possible to set up.

To give the right example, I have written this thesis with the same focus: reducing the
cognitive load required to read it, while maximizing the amount of concepts conveyed.
This mindset has a few consequences for how parts of the chapter are set up, which is
what we will look at now.

THE SET-UP OF THE STUDENT VERSION AND ITS CHAPTERS
This student version of my thesis consists of a main body and appendices. In the main
body, each chapter starts with a summary, follows up with theory and ends with an ap-
plication and/or a literature overview. Let’s take a look at what the idea behind this whole
subdivision is, and how the appendices fit into this.

THE MAIN BODY VERSUS THE APPENDICES

There is a very clear distinction between the main body and the appendices. The main
body contains the intuitive explanation; so lots of pictures, clarifying viewpoints and the
most important equations needed to implement the methods. However, the amount of
derivations is strongly limited.

The large derivations and proofs for the theory have been put in the appendices.
Naturally, when the main body brings up a theorem, I will refer to the appendix where
the theorem resides, so you can easily look things up. And for the math fanatics out there,
these appendices can also be read by themselves.

One thing which I do as little as possible is bring in theorems from external refer-
ences. I know this is contrary to regular academic procedures, which always recom-
mend referring to other papers for everything. But personally I think that asking a reader
to look up a proof in an obscure and enormous reference, while it could have been in-
cluded in a few lines, is a very bad habit. Of course I do attribute my sources, but I want to
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prevent you from ever being stuck wondering ‘Where can I easily find more information
about this?’

JUMPING BETWEEN CHAPTERS AND SECTIONS
All the chapters and most of the sections in this booklet can mostly be read indepen-
dently. This makes it easier to look up things you want to learn more about, without
first having to plow through numerous other texts. When prior knowledge is required,
or when there are links to other subjects, this is indicated by referring to the appropriate
sections. Sometimes there are also small intermezzos to cover any potentially missing
prior knowledge.

However, all chapters do assume that you have some intuitive feeling of what a Gaus-
sian process entails, and that you are familiar with the Gaussian process regression equa-
tion. If you are not familiar with GP regression yet, make sure to at least read Sections 2.1,
2.2 and 2.4.1. Once you have mastered this, you can jump to any chapter you like.

SUMMARIES
Every chapter, including this preface, starts with a summary. If you are a first-time reader
of the subject, you should not read the summary though. So what is it for?

The summary is mostly for people already familiar with the subject, to quickly figure
out what is in the chapter and check whether it matches their expectations. It is also
useful to read after reading the chapter, to better memorize what you have learned.

After the summary you find an overview of what will be discussed in the chapter. This
is useful if you want to know how the subjects within the chapter relate to each other, but
it can also just as well be skipped.

MATLAB SCRIPTS AND APPLICATIONS
Each chapter contains a variety of plots showing the ideas discussed within that chapter.
To make sure you can play around with the theory for yourself, all Matlab scripts used
to generate the plots are available online. You can find them through Bijl (2016a). By
playing around, you can gain more of an intuitive feeling for the theory than you can get
from just reading explanations, so I would definitely encourage you to do so.

At the end of each chapter, I also apply the theory discussed in the chapter to a practi-
cal example. Each chapter uses a different set of examples and will introduce these itself.
The source files for each of these applications are also available in the above repository.
Wherever possible, the code has been set up such that each small experiment can be run
by itself, so you can easily get started with any piece of code.

ON EQUATIONS AND PROOFS
This thesis is about a mathematical subject. Naturally there are a lot of equations. This
especially holds for the appendices, where all the derivations and proofs reside. The goal
of these derivations is that you can understand how we got to our results. You need to
know what is going on. As such, I will explain every step that happens along the way.

I know that this is contrary to what most scientific articles do. I have read many
papers in which the average ‘proof’ consisted of a single sentence: ‘Through . . ., this is
trivial.’ Often it took me more than a day to figure out what was so trivial. And sure,
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after I understood it, it was not all that difficult. In fact, the most difficult thing was the
process of obtaining that understanding. That was far from trivial.

I promise that you will not find a proof ‘This is trivial’ in this booklet. After all, if
the matter really is trivial, I could explain it in a single sentence, and I should write that
sentence instead. And if I could not explain it in a single sentence, then obviously it is
not trivial and I should not say that it is.

When dealing with mathematical derivations, I usually add a separate line for every
single step along the way. I have tuned the ‘cognitive size’ of these steps to what I think
you can reasonably follow. At the start of the chapter each adjustment will be small,
though as you get used to the theory, derivations will take bigger steps. So if a derivation
does go too fast for you to follow, I recommend you to read earlier parts of the chapter.
After doing so, I think you will be able to follow the derivation after all.

THE OVERVIEWS OF LITERATURE
The last section of most chapters is an overview of literature and contributions. This
section mainly discusses existing literature on the subject. It can be seen as the history
of the field. Who made which contribution at which time? It can also give suggestions for
further reading. Because let’s face it: no single file can contain all available knowledge. I
won’t pretend that this student version gives a complete overview of all GP knowledge.

You may wondering, ‘Should a literature overview not be at the start, as is normal in
papers?’ But personally I think that set-up is only useful for papers (and still not for all
papers). For educational resources, a literature overview functions more as background
information for interested people. It does not convey understanding. In fact, the liter-
ature review often already uses terminology that is only introduced in the main body of
the text, which makes it very hard to understand for readers new to the field.

Finally, these sections may outline suggestions for future research. Basically, they are
questions which I am still curious about and would like to look into further, if only I had
the time. They are also excellent starting points for master graduation projects. If you
happen to look into these matters, do send me a note about your discoveries.

FINAL WORDS
I just want to point out that the goal of this student version is to teach as many people
as possible the intricacies of Gaussian process regression. That works better if it reaches
as many people as possible. So I encourage you to spread this thesis among anyone who
might be interested in the subject.

Knowledge should be freely available, in a suitable format, to anyone who desires it.

Hildo Bijl
Delft, August 2016
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INTRODUCTION

Summary — Wind turbines are growing bigger to become more cost-efficient. This does
increase the severity of the vibrations that are present in the turbine blades, both due to
predictable effects like wind shear and tower shadow, and due to less predictable effects
like turbulence and flutter. If wind turbines are to become bigger and more cost-efficient,
these vibrations need to be reduced.

This can be done by installing trailing-edge flaps to the blades. Because of the variety of
circumstances which the turbine should operate in, these flaps need to be controlled by an
algorithm that can adapt itself. As such, we need a machine learning algorithm that can
take stochastic effects into account.

Gaussian process regression has its basis in Bayesian probability theory, making it a very
suitable technique. However, it also has its limitations. It cannot feasibly be applied to
big and growing data sets, as well as to data with uncertainty in all its measurements.
Efficiently optimizing a Gaussian process is also a complicated problem. The goal of this
thesis is to solve these issues, and teach people how this is done, paving the way for future
applications of Gaussian process regression.

1
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This thesis is mainly about Gaussian process regression, with some applications in wind
turbine technologies. You are probably reading this because you want to learn more
about Gaussian process regression. In Section 1.1 we take a look, from a very global
perspective, at what Gaussian process regression can do, as well as what its limitations
are. Afterwards (Section 1.2) we examine why there are applications to wind turbines
in this thesis. We end with and overview (Section 1.3) of the thesis: what can be found
where?

1.1. ISSUES BEHIND GAUSSIAN PROCESS REGRESSION
We start off by looking at what Gaussian Process regression (GP regression) roughly comes
down to (Section 1.1.1). When doing so, we also discover a few of the strengths of GP
regression. Subsequently, we also consider its limitations (Section 1.1.2).

1.1.1. WHAT DOES GAUSSIAN PROCESS REGRESSION DO?
You may wonder, ‘What is regression?’ The idea of regression roughly comes down to
predicting the value of certain variables, based on measurements of other variables. As
such, it is useful when approximating some function f (x). We measure the function
value f (xm) at a few measurement input points xm (sometimes called training points)
and use those measurements, which may be corrupted by measurement noise, to predict
the function value f (x∗) for any trial (test) input point x∗. An example outcome is shown
in Figure 1.1.

Figure 1.1: An example of Gaussian process regression, applied to a sinusoid. The circles denote noisy mea-
surements, the line is the mean of the prediction, the dark region is one time the standard deviation of the
prediction and the light region is two times the standard deviation. In regions with few measurements, the
regression algorithm knows its predictions are more uncertain.

Many regression methods are already available. For linear functions, using the least-
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squares method (see Lay et al. (2015), Björck (1996)) is often a good idea. For nonlin-
ear functions things get a lot more complicated. The obvious but often suboptimal ap-
proach is to go for the nonlinear least-squares method (see Strutz (2016), Kelley (1995)).
More promising methods are usually based on some sort of kernel or basis function.
Examples include artificial neural networks (see Haykin (1999), Lawrence (1994)), sup-
port vector machines (see Steinwart and Christmann (2008), Campbell and Ying (2011)),
splines (see Chapra and Canale (2015), Smith (1979)), and of course Gaussian process
regression.

Mathematically, most of these methods are very similar: they all use some kind of
basis functions. (See Section 2.3.3 for more information on this.) The philosophy and
starting point of all these methods is very different though. Gaussian process regression
uses Bayesian probability theory to make predictions. Because of this, its basis functions
have a more intuitive meaning (see Section 2.2.1 for the basic idea or Section 3.2 for
details), it has a built-in protection from overfitting (see the complexity penalty from
Section 3.1.3) and when making actual predictions, GP regression does not only provide
a mean estimate, but also a variance. This variance (see the colored area of Figure 1.1) is
an indication of the uncertainty within the prediction, which can be very valuable data
for certain applications.

These features all make Gaussian process regression a very powerful and useful re-
gression method. But the question remains whether it can be applied to practical appli-
cations. It turns out that, while GP regression is a very promising technique, there are of
course still various limitations.

1.1.2. LIMITATIONS OF GAUSSIAN PROCESS REGRESSION

There are several important questions we should ask ourselves, when we want Gaussian
process regression techniques to be applied to practical applications, like wind turbines.

1. How can GP regression be applied to a big and constantly growing data set?
When GP regression is applied to a data set, a large covariance matrix needs to be
inverted. This takes a lot of computational time. (Cubic in the number of measure-
ments.) Then, when new data is added, this covariance matrix needs to be inverted
all over again. This makes GP regression practically infeasible, unless methods can
be found to work around this. We will look into this in Chapter 4.

2. How can GP regression be applied subject to uncertainty in all measurements?
GP regression has been set up with its basis in probability theory. So when the mea-
surement of a function value f (xm) is corrupted by noise, this is not a significant
problem at all. However, if the function input point xm itself is corrupted by noise,
we get a completely different story. Now the regular GP regression algorithm fails.
Can we work around this? This is the subject of Chapter 5.

3. How can Gaussian processes be optimized with respect to various parameters?
GP regression is generally applied to approximate nonlinear functions, and finding
the maximum (or equivalently the minimum) of a nonlinear function can be a daunt-
ing task. How does that work for GP regression? Can we find methods to effectively
and efficiently optimize a Gaussian process? That is the main question of Chapter 6.
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4. How can other people apply GP regression algorithms to practical applications?
If GP regression algorithms are to become more widespread within various indus-
tries, like the wind turbine industry, then it should be relatively easy to learn more
about them and to start applying them. Otherwise the algorithms may exist, but no
one has the skills to implement them. So is there an educational resource through
which for instance master students and starting control engineers can learn more
about GP regression and how it can be applied? That is an issue which this entire
thesis is meant to tackle.

In general we can say that GP regression is a promising technique. However, before it
can be widely applied, there are still some issues that need to be solved. The goal of the
student version of this thesis is to help solve these issues; especially the latter one. Alto-
gether, this should pave the way for future applications of Gaussian process regression.

1.2. WHY WIND TURBINE CONTROL?
Why does this thesis have applications to wind turbines? The easy answer here is, ‘That’s
where the funding of my Ph.D. project came from.’ However, wind energy research is also
important for our planet as a whole. After all, we need more renewable energy to keep
our planet developing, without this development being hampered by serious problems
like global warming, extreme pollution or running out of fossil fuels.

Luckily, most people agree that wind energy is important. What people don’t un-
derstand is why I would spend four years on studying wind turbine control. It seems
ridiculous. ‘Why do we need to control a wind turbine in the first place? Just rotate it
into the wind! How hard can that be?’

Well, things turned out to be a ‘bit’ more complicated than that. Initially I thought
controlling an aircraft was hard. Compared to wind turbine control, it is actually a cake-
walk1. When controlling wind turbines, there are a lot more issues that are crucial to take
into account. So let’s first look at what kind of issues there are concerning wind turbine
control.

1.2.1. THE ISSUE OF COST

An important concept in the world of wind energy is the cost of wind energy. How much
does it cost to produce 1 kWh? The key to a more sustainable world is to get this cost
below the cost of producing 1 kWh of coal energy.

Some may argue that this is already the case. When producing coal energy, there will
be side-effects. For example, the emissions of coal plants cause health issues and envi-
ronmental issues, which the population in the end will pay for, in one way or another.
Because the population effectively pays for the coal energy pollution, this can be seen as
hidden subsidies. And when they are quantified and taken into account (see for instance
Holland et al. (2011), Alberici et al. (2014)) then coal energy is generally already far more
expensive than land-based wind energy and also slightly more expensive than offshore
wind energy.

However, governments have so far proven to be incapable of properly taking these

1To be honest, I have been wanting to use the word ‘cakewalk’ in my thesis for quite a while now.



1.2. WHY WIND TURBINE CONTROL?

1

5

hidden subsidies into account. To compensate, they provide financial subsidies to clean
energies like wind energy, through a variety of programs. However, as a consequence of
various financial crises, these subsidies are slowly being reduced. So the challenge for
the wind energy community is to reduce the price of wind energy so much that, even
when hidden subsidies are being ignored, wind energy is still cheaper than coal energy.

1.2.2. THE ISSUE OF SIZE
To reduce the cost of wind energy, wind turbines are gradually growing bigger. If we look
at the size of new wind turbines that are brought to the market, with respect to the year
they were introduced, then this trend is very obvious. Just take a look at Figure 1.2.

Figure 1.2: Development of the size of wind turbines over the years. The future sizes are a prognosis, whose
validity strongly depends on whether the technical challenges related to larger wind turbines can be solved.
Source: Rodrigues et al. (2016). Similar results are given by Philibert and Holttinen (2013).

The reason for this trend is related to scaling. The energy output of a wind turbine
is roughly proportional to the (circular) area of the actuator disc; so the area spanned
by the wind turbine blades. (See for instance Wagner and Mathur (2013), Bianchi et al.
(2007), also for further background on wind turbine technology.) This means that, if
the rotor diameter becomes twice as big, then the energy produced by the wind turbine
becomes four times as big.

The costs generally scale differently. A bigger wind turbine still only needs one gener-
ator, albeit one with a somewhat larger power range. It still needs one cable to transport
the produced energy. For land-based turbines it still requires one location to be placed
at, or for offshore wind turbines one foundation to be installed on. As such, bigger wind
turbines are generally more cost-efficient.

1.2.3. THE ISSUE OF VIBRATIONS
There are limits to how big a wind turbine can become though, and these limits are
mainly present due to the blades.

For aerodynamic reasons, these blades are very long and thin. And anyone who has
watched a piece of barrier tape hanging in the wind knows what happens with such long
and slender objects: it starts to flutter. Although this phenomenon is already present in
airplane wings, it occurs more in large wind turbines, whose blades are more than twice
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as long as the largest airplane wings being used today. This flutter behavior is the result
of a variety of factors, among which the current wind speed and how turbulent the wind
actually is. This makes it very hard to predict.

But flutter is only a small part of the problem. Another problem occurs because the
wind speed varies across the turbine. At high altitudes the wind speed is generally higher
than at lower altitudes; a phenomenon known as wind shear. (See Figure 1.3.) In addi-
tion, near the tower of the wind turbine the wind is mostly stopped. This so-called tower
shadow causes the wind speed near the tower to be roughly zero. These large varia-
tions in wind speed which a blade encounters during a full rotation also cause vibrations
within the turbine blade.

Figure 1.3: A wind turbine with the incoming wind visualized. Because the wind speed is lower on lower al-
titudes, the turbine experiences wind shear. In addition, because the tower blocks the incoming wind, tower
shadow also occurs.

Added to this are still more vibrations, because the wind field itself is also constantly
fluctuating, both in speed and direction. These variations can take the form of gusts
(a sudden increase in the wind speeds), turbulence (rapid variations in air pressure and
flow velocity) or other more stationary yet still unpredictable variations in the wind speed.

All these vibrations have various effects. First of all, they cause fatigue damage within
the blades. The bigger the blade, the more severe this damage will be. But the vibrations
also find their way through to the generator, which also takes damage. And in addition,
these vibrations also affect the energy that is produced. It is not (significantly) the case
that vibrations cause less energy to be produced, but they do cause the energy to be more
fluctuating, and hence of less value.

You may be wondering ‘Why don’t airplanes have this vibration problem?’ Well, they
do. However, for some reason airplanes often pass by airports, where they get regular
inspections and maintenance. Wind turbines are usually in remote locations, making
their inspections and maintenance rather expensive. That is why wind turbines need to
be built to last.

Currently, most wind turbines have a lifetime of roughly fifteen to twenty years. If
the blades become bigger, and the vibrations hence become worse, then this lifetime
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will decrease, making the turbine economically less feasible. The conclusion of all this is
obvious. When wind turbines need to grow bigger, the vibrations must be reduced.

1.2.4. THE ISSUE OF FREQUENCIES
To reduce the vibrations, we need some way to control the blades. Luckily, there are
various methods of doing so.

The first is through the pitch angle of the blade. A pitch angle of 0◦ here means the
blades of the turbine are all in the same plane, while a pitch angle of 90◦ means the
blades are all pointing forward. In practice, the pitch angles are always small. You only
set the pitch angle of the turbine to 90◦ (called feathering of the turbine) when a storm is
coming and you want the turbine to ignore the wind.

In traditional wind turbines, the pitch angles of all the blades are equal. This is an
easy way to control the turbine. However, it is also possible to vary the pitch angle of
each individual blade. This technique is called Individual Pitch Control (IPC) and it is
gradually starting to be applied in modern wind turbines. Research has shown (see for
instance Selvam et al. (2008)) that it is possible to reduce the fatigue loads in this way.

The main problem with IPC is that it is relatively slow. It takes some time (in the order
of a full second) to adjust the pitch angle of a very long blade. So while this technique
can be useful to reduce the more predictable low-frequency vibrations, it cannot be used
to get rid of less predictable high-frequency vibrations.

Instead, we can also install flaps on the trailing edge of the blades, as shown in Fig-
ure 1.4. These flaps can then be actuated using small motors (see Berg et al. (2012)),
using shape memory alloys (see Hulskamp (2011)) or using piezo-actuators (see Bak
et al. (2007), Hulskamp (2011)). For a complete overview of control methods, see Pechli-
vanoglou (2012).

Figure 1.4: A wind turbine with trailing-edge flaps attached to the blades. Contrary to individual pitch control,
these flaps are capable of reducing relatively high-frequency oscillations.

As input data, we can use a variety of data, including pitot tubes to measure air pres-
sure (see Heinz et al. (2010)), strain gauges to measure moments (see Castaignet et al.
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(2012)), accelerometers to measure motion, or LiDAR technology to measure the incom-
ing airflow (see Pechlivanoglou (2012)). Through this data, we can then actuate the flaps.

These flaps can react much faster than any IPC method. So with these flaps it should,
in theory, be possible to also reduce the high-frequency vibrations. In fact, it has already
been shown (see for instance Castaignet et al. (2012), Andersen et al. (2006), Basualdo
(2005), Buhl et al. (2005)) that this method can significantly reduce the vibration load.
The main question that remains is: what is the best way to control these flaps? How
do we determine how much the flaps should deflect at each point in time? Or in other
words, what is the optimal control algorithm?

1.2.5. THE ISSUE OF CONTROL

In the field of control theory, the common way to develop a control algorithm for some
kind of system, is to first set up a model of the system. Once we have such a model, and
we know how everything works, we can set up an algorithm to control the system.

For our problem, this approach does not work very well. The first problem is that
the dynamics of the wind turbine strongly depend on one very important external pa-
rameter: the wind speed. To take this into account, we will have to look into parameter-
varying control techniques. Specifically, Linear Parameter-Varying control (LPV control)
has seen significant developments in recent years. See for instance Tóth (2010), Briat
(2015) for general theory, or van Wingerden (2008), Adegas and Stoustrup (2012) for ap-
plications to wind turbines.

However, LPV methods cannot solve all our problems here. This is partly because
turbulence and flutter are inherently hard to predict. But also the more predictable os-
cillations – the ones due to wind shear and tower shadow – are hard to get rid of with only
a single LPV controller. The reason is that, while manufacturing the wind turbine and its
blades, there are always minor variations in the manufacturing process. Every wind tur-
bine is inherently different. And this difference is also likely to grow as the wind turbine
ages. Added to this, the dynamics of the turbine are also made significantly more compli-
cated due to the addition of flaps. So devising any single controller that works optimally
for every wind turbine, even with robust control techniques as described by Skogestad
and Postlethwaite (2005), Green and Limebeer (1995), is pretty much impossible. The
system uncertainties are too large.

What we need instead is a control algorithm that adapts to the wind turbine it is run-
ning on. We need some kind of data-based approach. An algorithm that learns by itself
how to reduce vibrations. This method should be able to take into account uncertainties
which are inherently the result of a stochastic wind field.

Ideally, such a control algorithm should take into account the actual cost of energy.
It should be able to trade off the value of more energy being generated to the damage
that is caused to the turbine. Naturally, if energy had no value, we would simply let the
wind turbine stand still, giving us the least amount of damage. And on the other hand,
when the damage to the turbine was irrelevant, vibrations would be irrelevant and we
would simply maximize the generated power. We need a control algorithm that can find
the optimum between these two extremes.

The problem we are facing here is that the damage calculations are inherently non-
linear (see Section 6.5.5 for more background on this) while most control algorithms use
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linear or quadratic cost functions. Because of this, we need a technique that can approx-
imate nonlinear cost functions.

To summarize, we need a learning algorithm which can approximate nonlinear cost
functions subject to noise and uncertainties. The ideal method here seems to be Gaus-
sian process regression. This method can approximate a variety of functions, includ-
ing nonlinear functions, and because it has its basis in Bayesian probability theory, it
inherently takes uncertainty into account. The question remains whether this machine
learning technique is sufficiently developed to be applied to wind turbine problems. An-
swering that question has resulted in this thesis.

1.3. OVERVIEW OF THIS BOOKLET
In this thesis we start off with a basic introduction into Gaussian process regression
(Chapter 2). If you are new to GP regression, I most certainly recommend you to read
Sections 2.1, 2.2 and 2.4.1. The other sections are also useful but less critical for under-
standing the other chapters.

Afterwards, you can jump to any chapter you like. Every section mentions it when-
ever you require certain prior knowledge. Chapter 3 will look at already existing but
somewhat more advanced tricks behind GP regression. In chapter 4 we examine how
we can apply Gaussian process regression to large data sets without having to wait an
eternity. We also consider how we can efficiently incorporate new measurements as they
come. Chapter 5 then discusses what we can do when we run into input points that are
subject to measurement noise. In Chapter 6 we figure out how to optimize a Gaussian
process. Finally, we conclude the thesis in chapter 7 by looking at whether we have over-
come the four mentioned limitations of GP regression.

Also worth mentioning are the appendices, which contain all the mathematics be-
hind this thesis. Appendix A contains several theorems on Matrix algebra, ranging from
various matrix operations up to solutions of Lyapunov equations and their properties.
Appendix B discusses probability theory, starting from the basic definitions of the prob-
ability density function, and working up to incorporating new measurements into condi-
tionally independent Gaussian distributions. Finally, Appendix C goes into depth on lin-
ear systems theory, discussing how to optimally control a linear system subject to Gaus-
sian noise, even when the quadratic cost function is discounted. It also gives expressions
to calculate the mean and variance of the resulting cost.





2
AN INTUITIVE INTRODUCTION TO

GAUSSIAN PROCESS REGRESSION

Summary — The main idea behind GP regression is to consider function values f (x) as
Gaussian random variables. To be precise, any set of function values f (x1), f (x2), . . . is
assumed to have a joint Gaussian distribution. For the input points x, we can include
measurement points xm (where we will do measurements) and trial points x∗ (where we
want to predict the function value).

When applying GP regression, we first need to define the prior distribution of the vector
of function values f . We do this by defining a mean and a covariance function. Then we
start doing measurements. These measurements give us additional distributions over the
function values f . By merging all available distributions together, we get our predictions
for the trial function values f∗.

Intuitively, a Gaussian process can be seen as a distribution over functions. And by taking
the derivative, we wind up with another Gaussian process. It is also possible to take into
account multi-input functions and multi-output functions, though in the latter case it is
often more efficient to approximate each function output by a separate Gaussian process.

11
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In this chapter we examine the basics behind Gaussian process regression from a very
intuitive point of view. It serves as a first introduction to the field. The theory here is not
new – it is already outlined by Rasmussen and Williams (2006) – but the method with
which we derive our equations is new. Those already familiar with Gaussian process
regression can skip this chapter altogether, or quickly browse through Sections 2.1 and
2.2 to check out the notation and method that we are using.

We will start this chapter by looking at a simple problem: approximating a single
variable (Section 2.1). These exact same concepts are then used for regression to ap-
proximate functions (Section 2.2). That is where we suddenly wind up with the Gaussian
process regression equations. Next, we check out various ways of looking at Gaussian
processes, from the official definition to a more intuitive view (Section 2.3). Afterwards
we look at a few extensions of our methods, from multi-input and multi-output func-
tions (Section 2.4) to derivatives and integrals of functions (Section 2.5). Finally, we ap-
ply the ideas that we have learned in an application (Section 2.6). At the back end of this
chapter, a short literature overview is given (Section 2.7).

If you are short on time, then I would recommend to read only Sections 2.1, 2.2
and 2.4.1. These form the basis of the theory and will be crucial for the rest of this thesis.
The rest of this chapter provides interesting but not crucial background information and
extensions.

2.1. APPROXIMATING A VARIABLE
In this section we will not look at Gaussian process regression just yet. We will look at a
simple case of approximating a single variable. This simple case teaches us a few basic
concepts which will be essential in Section 2.2, when we do look at GP regression.

We will start off (Section 2.1.1) with the concept of a prior distribution of a variable.
Then we look at what a measurement of that variable will tell us (Section 2.1.2) and how
to incorporate that data through a concept called merging distributions (Section 2.1.3).
We then expand this to the case where we have multiple variables (Section 2.1.4) and
what we can do when we only measure one of them (Section 2.1.5).

2.1.1. THE PRIOR DISTRIBUTION
Suppose that we have some number f . We want to know what it is, but at the moment
we do not know. We expect it to be roughly zero, but it is likely to be anywhere between
−2 and 2, although it might actually also fall outside of that range in a few special cases.

The way we treat this mathematically, is that we treat f as a random variable. We
hence write it as f . This random variable has a certain distribution. Based on our prior
knowledge of the number – knowledge that we have without doing any measurements
– we can for instance say that f is a Gaussian random variable with mean m = 0 and

standard deviation1 λ f = 2. (For further details about the Gaussian distribution, see Sec-
tion B.4.) Mathematically, we then say that the prior distribution of f , expressed through
the Probability Density Function (PDF; for details, see Section B.1) equals

f ∼N ( f |m,λ2
f ). (2.1)

1In literature, often the symbol α or σ f is used here instead of λ f . We will use λ f here to indicate that it is a
length scale related to the parameter f .
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The ∼ sign officially means ‘has as probability density function’ though is more often
read as ‘is distributed according to’. The function N ( f |m,λ2

f ) is the (one-dimensional)

Gaussian probability density function with mean m and variance λ2
f . It per definition

equals

N ( f |m,λ2
f ) ≡ 1√

2πλ2
f

exp

(
−1

2

(
f −m

)2

λ2
f

)
. (2.2)

Note that the first parameter f in the function definition N
(

f |m,λ2
f

)
is only a running

variable in the Gaussian PDF. We could have used any symbol here. Often we simply omit
it and write N (m,λ2

f ), which means the same. The parameter λ f in the above function

definition can be seen as a length scale for f . The larger it is, the larger the range of values
which f will take.

2.1.2. MAKING MEASUREMENTS OF f
To learn more about the exact value of f , we will do measurements. If we have an in-
finitely precise measurement, which tells us that f equals some number2 f̂ , then we
would be done. We would exactly know f .

But in the real world this is almost never the case. There is always some measurement
noise. As a result, we would only get a measured value f̂ , which is different from the true
value f due to the noise. Specifically, if we know the noise ν, we have

f̂ = f +ν. (2.3)

Before we do the measurement though, we can still see the measured value f̂ as a ran-
dom variable f̂ , and then we still have

f̂ = f +ν. (2.4)

We generally assume that we are dealing with Gaussian white noise. That is, ν has a
zero-mean Gaussian distribution with variance3 σ̂2

f ,

ν∼N (ν|0, σ̂2
f ), (2.5)

and its exact value does not depend on the measurement noise of any other measure-
ment which we might do. As a result, prior to doing our measurement, we have

f̂ ∼N
(

f̂ |m +0,λ2
f + σ̂2

f

)
. (2.6)

(See Theorem B.4 to learn how to find the mean/variance of the sum of random vari-
ables.) Next, when we perform a measurement, we get to know f̂ deterministically.

2In literature measurements are often denoted by y . However, later on (Chapter 5) we will also start mea-
suring the input x, in which case this notation reaches its limits. That is why, in this thesis, we will denote
measurements through the hat-notation f̂ .

3In literature, often the symbol σn is used instead of σ̂ f . In addition, literature often uses σ f as output length
scale – where we use λ f . This results in a lot of ambiguity. In this thesis I will consistently use λ for length
scales andσ for noise scales, and I will use the hat-notation to indicate measurements or parameters indicat-
ing properties of measurements.
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However, we do not know the measurement noise ν that was involved. As a result, we
have

f = f̂ −ν∼N
(

f | f̂ , σ̂2
f

)
. (2.7)

So this measurement has actually given us another distribution for f . And now we have
two distributions for f , being (2.1) and (2.7). Both have been obtained independently
and both are correct. We need to find a way to merge them.

2.1.3. MERGING DISTRIBUTIONS
So how likely is it that our random variable f actually equals some value f ? This prob-
ability depends on the two distributions that we have. Specifically, a possible value f
should correspond to the first distribution and the second distribution. This word ‘and’
means we need to multiply the two distributions. And to make sure that we get an actual
probability density, we also need to normalize the result. So,

f ∼
N ( f |m,λ2

f )N ( f | f̂ , σ̂2
f )∫ ∞

−∞N ( f |m,λ2
f )N ( f | f̂ , σ̂2

f )d f
. (2.8)

Note that this reasoning is not an official mathematical proof. It is the intuitive point of
view. For the official proof, see Theorem B.9.

This new distribution of f takes all measurements into account. As such, we call it
the posterior distribution. An example of calculating this posterior distribution can be
seen in Figure 2.1. The source code of this example (and of every other example) can
also be found online through Bijl (2016a).

Of course, if we had performed multiple measurements f̂1, f̂2, . . ., this expression
would have been bigger. We would have wound up (see Theorem B.10) with a poste-
rior distribution

f ∼
N ( f |m,λ2

f )N ( f | f̂1, σ̂2
f1

)N ( f | f̂2, σ̂2
f2

) . . .∫ ∞
−∞N ( f |m,λ2

f )N ( f | f̂1, σ̂2
f1

)N ( f | f̂2, σ̂2
f2

) . . . d f
. (2.9)

It is worthwhile to note that in practice the measurement noise variance is often the
same between measurements. So then σ̂ f1 = σ̂ f2 = . . ..

Finally, because we will see this idea of merging distributions more often, we intro-
duce a shorthand notation for it. We use the operator ⊕ and say that (2.9) is (per defini-
tion) equivalent to

f ∼N ( f |m,λ2
f )⊕N ( f | f̂1, σ̂2

f1
)⊕N ( f | f̂2, σ̂2

f2
)⊕ . . . . (2.10)

For more details about this, see Appendix B.3.3 (merging distributions in general) or Ap-
pendix B.5.1 (merging Gaussian distributions).

2.1.4. MULTIPLE VARIABLES TO APPROXIMATE
Now suppose that we have multiple variables f1, f2 and f3 that we want to find. We can
put them all into a vector f , where the bold face indicates that f is a vector. In this case,



2.1. APPROXIMATING A VARIABLE

2

15

Figure 2.1: An example of merging distributions. The prior has distribution N
(
0,22)

and the measurement
has distribution N

(
2,1.52)

. To find the posterior (merged) distribution, we can multiply the probabilities and
subsequently normalize the result. This result is always more peaked than any of the original distributions.
Note that the source code behind all the plots in this thesis is online and can be found through Bijl (2016a).

we can treat f as a random vector f . Our prior distribution is now written as

f =

 f
1

f
2

f
3

∼N


 f1

f2

f3

∣∣∣∣
m1

m2

m3

 ,

λ
2
f1

0 0

0 λ2
f2

0

0 0 λ2
f3


=N

(
f |m,K

)
, (2.11)

where m is the prior mean and K is the prior covariance matrix. (Why we have cho-
sen the symbol K here will become clear in Section 2.2.) Note that here we’re using a
multivariate distribution, and as such we should also use the multivariate Gaussian dis-
tribution

N ( f |µ,Σ) ≡ 1p|2πΣ| exp

(
−1

2

(
f −µ)T

Σ−1 (
f −µ))

. (2.12)

This is in fact a multi-dimensional generalization of (2.2).

We should also update the notation for our measurements. Suppose that we have
measured values f̂1, f̂2, . . .. We can write any measurement f̂i , with i our measurement
index, as

f ∼N
(

f | f̂i , Σ̂ fi

)
. (2.13)
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Figure 2.2: An example of merging multi-dimensional distributions. The left figure shows the prior distribution
N (0,12) for three measurement points. The middle figure shows the measurement distribution N ( f̂ ,0.72), for
varying f̂ . The right figure shows the merged (posterior) distribution. Error bars have the size of two times the
standard deviation, to indicate the 95% region.

Now we have as posterior distribution,

f ∼
N

(
f |m,K

)
N

(
f | f̂1, Σ̂ f1

)
N

(
f | f̂2, Σ̂ f2

)
. . .∫

F N
(

f |m,K
)
N

(
f | f̂1, Σ̂ f1

)
N

(
f | f̂2, Σ̂ f2

)
. . . d f

(2.14)

=N
(

f |m,K
)⊕N

(
f | f̂1, Σ̂ f1

)
⊕N

(
f | f̂2, Σ̂ f2

)
⊕ . . . .

where the integral is taken over F , which is the space of all possible values of f . An
example is shown in Figure 2.2.

The great thing is that the resulting distribution will again be Gaussian. The posterior
distribution (see Theorem B.21) will satisfy

f ∼N
(

f |µ,Σ
)

, (2.15)

Σ=
(
K −1 + Σ̂−1

f1
+ Σ̂−1

f2
+ . . .

)−1
,

µ=Σ
(
K −1m + Σ̂−1

f1
f̂1 + Σ̂−1

f2
f̂2 + . . .

)
.

We write the expression for Σ here before the expression for µ, because we often use Σ
within the expression for µ. It is interesting to know here that (apart from a few special
cases discussed in Appendix B.4.5) covariance matrices K and Σ are always positive def-
inite. This means that, the more measurements are added, the smaller Σ will get. (At
least, its determinant, being the product of the eigenvalues, will become smaller.) And a
smaller variance means a more accurate estimate. Adding more data hence means you
will get estimates which are more accurate. This does not always mean your estimates
become closer to the true value of what you are estimating. It is always possible to get a
single instance of bad noise. But adding an additional measurement is (on average) ex-
pected to bring your estimate closer to the true value, which always makes it worthwhile.

2.1.5. MEASURING ONLY A SINGLE VARIABLE

In the previous section, we have always measured the full vector f . But what should we
do if we only measure a single variable f1? It turns out that we can then still use (2.15).
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Our measurement basically gives us a distribution f
1
∼N

(
f1| f̂1, σ̂2

f1

)
. The measure-

ment hasn’t told us anything about f
2

or f
3

though. And when we know absolutely noth-

ing about a Gaussianly distributed random variable – it can literally be anything – we also
say that this random variable has an infinitely large variance. (See Section B.4.5 for fur-
ther background on this.) It follows that we can also write our measured distribution
as

f ∼N

 f1

f2

f3

∣∣∣∣
 f̂1

∗
∗

 ,

σ̂2
f1

∗ ∗
∗ ∞ ∗
∗ ∗ ∞

 . (2.16)

So what do the stars ∗ here mean? Simply put, they are inconsequential values4. We
could have put numbers in place of these stars. But when we plug the above into (2.15),
then these numbers would have dropped out of the equations, because of the presence
of the infinities.

Next, we can apply the above distribution to (2.15). When we work out the mathe-
matics, we do have to apply Theorem A.11 to take into account the infinite variances,
but everything will work out in the usual way. So this is how we can take into account a
measurement of only part of the vector f .

2.2. APPROXIMATING VARIABLES WE HAVE NOT MEASURED
So far, we haven’t really talked about regression yet. After all, regression is about making
predictions of parameters we have never performed any measurements on. How that
works is something we will look into in this section, where we will actually examine the
approximation of a function f (x).

We will first review our prior assumptions (Section 2.2.1), before we use these new as-
sumptions to predict function values (Section 2.2.2). Then, after adjusting our notation
a bit (Section 2.2.3) we also implement measurement noise (Section 2.2.4).

2.2.1. MAKING PRIOR ASSUMPTIONS ON FUNCTION VALUES
Suppose that we have some function f (x) and we want to estimate or approximate the
value of this function at various input points x1, x2 and x3. (For instance, take x1 = 1,
x2 = 2 and x3 = 3.) So we want to know the function values f (x1), f (x2) and f (x3), which
we shorten, for ease of writing, to f1, f2 and f3. How do we do this?

Well, we again have three numbers that we want to know, so just like in the previous
section we assume that they are random variables. We write them as f

1
, f

2
and f

3
, and

we assume that they each have some prior mean m(x) and variance λ f (x)2. Note that
these may now also depend on the function input x.

The problem now is that, if we now know something about f
1

, we still cannot say

anything about f
2

or f
3

. Without further assumptions, these function values are com-

pletely unrelated, and we cannot apply any regression. Mathematically, this is because

4In literature people often try to avoid working with infinity. To accomplish this, they work with the inverse of
the covariance matrix, which is known as the precision matrix or the information matrix. An infinite covari-
ance hence means zero precision/information, a zero covariance means infinitely precise information and (as
is explained right after Theorem B.23) a negative covariance means negative information or disinformation.
To keep things simple, we will stick with the above notation and only use the covariance matrix.
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the matrix K in (2.11) is a diagonal matrix. So we have to assume some kind of link be-
tween these function values.

We could for instance assume that the original function f (x) is smooth and doesn’t
vary too much with varying x. From a probabilistic point of view this means that, be-
cause x1 is close to x2, f

1
has a similar value as f

2
, but because x1 and x3 are further

apart, we can say less about f
3

. The question now is ‘How do we express this mathemat-

ically?’
We should keep in mind here that we have assumed that these function values f (x)

are random variables. And random variables can be correlated! In fact, we could assume
that f

1
and f

2
are strongly correlated, while f

1
and f

3
are less strongly correlated. To

do so, we define a correlation function c(x, x ′) which defines the (a priori) correlation
between the function values f (x) and f (x ′) for any input points x and x ′. For instance,
we could use a Squared Exponential correlation function (SE correlation function)

c(x, x ′) = exp

(
−1

2

(
x −x ′)2

λ2
x

)
. (2.17)

Here5 λx is a length scale for the input x. The correlation function for λx = 1 is shown
in Figure 2.3. It basically shows that the function values f (x) and f (x ′) of nearby input

points x and x ′ are strongly correlated, while the function values for input points that
are very far away from each other have a nearly zero correlation.

Figure 2.3: The correlation function (2.17) forλx = 1. For other values ofλx , just scale the function horizontally
by a factor λx .

In practice, we actually don’t use a correlation function but we use something very
similar. We use a covariance function6 k(x, x ′), which follows as

k(x, x ′) =λ f (x)λ f (x ′)c(x, x ′). (2.18)

If we use a constant standard deviationλ f (x) =λ f , then we wind up with the well-known

5Other literature generally uses the notation λ without subscript here. But we use the subscript so as not to
confuse it with the output scaling parameter λ f .

6In literature the covariance function is sometimes also called the kernel function. This is because the co-
variance function performs a very similar role to the kernel function in kernel methods like support vector
machines.
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Squared Exponential covariance function (SE covariance function)

k(x, x ′) =λ2
f exp

(
−1

2

(
x −x ′)2

λ2
x

)
. (2.19)

Note that the covariance of f (x) with itself, for any input point x, is now given by k(x, x) =
λ2

f , which is exactly what we had already assumed in Section 2.2.1.

Using our assumptions so far, we can set up our prior distribution. It is the (in this
case) three-dimensional Gaussian distribution

f = f (X ) =

 f (x1)

f (x2)

f (x3)

∼N

 f1

f2

f3

∣∣∣∣
m(x1)

m(x2)
m(x3)

 ,

k(x1, x1) k(x1, x2) k(x1, x3)
k(x2, x1) k(x2, x2) k(x2, x3)
k(x3, x1) k(x3, x2) k(x3, x3)

 (2.20)

=N
(

f |m(X ),k(X , X )
)

=N
(

f |m,K
)

.

It is important to note the difference with (2.11). Now the matrix K is not diagonal any-
more, but there are covariances in it. In other words, the function values are linked.
Knowing something about one will tell us more about the others, which is what regres-
sion is all about.

2.2.2. MAKING PREDICTIONS ABOUT OTHER FUNCTION VALUES

Next, suppose that we have measured (deterministically – without noise) that f
1
= f̂1.

What does this tell us about the distribution of f
2

and f
3

?

One way to determine this would be to take the prior distribution (2.20) and subse-
quently set up the conditional distribution of f

2
and f

3
, given that f

1
= f̂1. This follows

from Theorem B.15 as

f
2
|( f

1
= f̂1) ∼N

(
f2|m(x2)+k(x2, x1)k(x1, x1)−1 (

f̂1 −m(x1)
)

, (2.21)

k(x2, x2)−k(x2, x1)k(x1, x1)−1k(x1, x2)
)

.

and identically for f
3

. Although often we leave out the addition ‘|( f
1
= f̂1)’ and just

assume it is clear we are talking about the posterior distribution.
With the above expression we can find the posterior distribution of f

2
and f

3
. This

process of calculating the posterior distribution is what I call predicting, although the
common term in literature is conditioning. If we would plot the predictions, they would
look like Figure 2.4. Note that the error bars (the variances) have gotten smaller, espe-
cially for f

2
, while we only did a measurement of f

1
.

2.2.3. SPLITTING UP THE MEASUREMENT AND TRIAL POINTS
You may have noticed that the expressions of our distributions are already becoming
quite long. And in addition, it is hard to keep track of for which input points x we have
performed measurements and for which input points x we make predictions. So we
could definitely use a better notation system.
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Figure 2.4: A first example of GP regression. The left figure shows the prior distribution N (0,12) for three
measurement points. The middle figure shows the measurement, where we measure the left point exactly (0
variance) but not the middle or right point (infinite variance). The right figure shows the posterior distribution.
Note that the measurement of the first point has affected the predictions for the other points.

What we generally do, is write all the measurement points – so input points x for
which we have performed measurements – as xm1 , xm2 , . . . , xmnm

, with nm the number
of measurements. We put all these points into the measurement input set7 Xm . We then
write f (Xm) = f

m
(the measured function values), m(Xm) = mm and k(Xm , Xm) = Kmm .

Similarly, all the points that we want to predict the function value f (x) of are denoted
by x∗1 , x∗2 , . . . , x∗n∗ , with n∗ the number of trial points. We call these trial points and
put them in the trial input set X∗. We then write f (X∗) = f ∗ (the trial function values),

the m(X∗) = m∗ and k(X∗, X∗) = K∗∗. In addition, we write k(X∗, Xm) = K∗m = K T
m∗ =

k(Xm , X∗)T .
The prior distribution of f

m
and f ∗ is now given by[

f
m

f ∗

]
∼N

([
fm

f∗

]∣∣∣∣[mm

m∗

]
,

[
Kmm Km∗
K∗m K∗∗

])
. (2.22)

According to the same Theorem B.15, the posterior distribution of f ∗, given that f
m

=
f̂m , now equals

f ∗ ∼N
(

f∗
∣∣∣m∗+K∗mK −1

mm

(
f̂m −mm

)
,K∗∗−K∗mK −1

mmKm∗
)

. (2.23)

The nice thing is that, with this expression, we can incorporate as many measurement
points and as many trial points as we want. (Within the limits of our computer.) Some
example results are shown in Figures 2.5.

2.2.4. IMPLEMENTING NOISY MEASUREMENTS
What happens when we do not measure f

m1
, . . . , f

mnm
precisely? What if there is mea-

surement noise ν∼N (ν|0, σ̂2
f ) again, and we have

f̂
m1

= f
m1

+ν1, . . . , f̂
mnm

= f
mnm

+νnm
. (2.24)

7In literature, the subscript m is often omitted. So the measurement input set Xm is denoted as X . To prevent
confusion between the various other sets we are still about to see, we will always include the subscript m,
unless specifically indicated otherwise.
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Figure 2.5: A second example of GP regression, with λ f = λx = 1. For the left figure we have used nm = 2
measurement points and n∗ = 20 trial points. Error bars denote two times the standard deviation. For the
right figure we have used nm = 4 measurement points and n∗ = 400 trial points. To prevent chaos, we have
replaced the error bars by a colored area, where the inner (darker) area is one times the standard deviation and
the outer (lighter) area is two times the standard deviation. This is something that we will continue to do from
now on.

Or, in vector notation, f̂
m
= f

m
+ν, where ν is distributed according to

ν=

 ν1
...

νnm

∼N


 ν1

...
νnm

∣∣∣∣
0

...
0

 ,


σ̂2

fm1
· · · 0

...
. . .

...
0 · · · σ̂2

fmnm


=N

(
ν|0, Σ̂ fm

)
. (2.25)

What do we do then?
In this case there are different ways to tackle the problem. In most textbooks, people

generally look at the prior distribution of the noisy measurement vector f̂
m

= f
m
+ν.

Identically to (2.6), it equals

f̂
m
∼N

(
mm +0,Kmm + Σ̂ fm

)
. (2.26)

Now, again using Theorem B.15, we can find that the posterior distribution of f ∗, given

that f̂
m

is some deterministic value f̂m , equals

f ∗ ∼N
(
m∗+K∗m

(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
,K∗∗−K∗m

(
Kmm + Σ̂ fm

)−1
Km∗

)
. (2.27)

For the full proof, see Theorem B.16. Do note that f̂m denotes our actual measurement.
So this is where we should put the numbers we read from our measurement equipment.

We will go for a different approach here though, which is (in my eyes) more intuitive
and more powerful. It is the approach we also used in Section 2.1.2.

The idea is that we have two distributions. First there is the prior distribution (2.22).
Additionally, our measurements have told us that

f
m
= f̂m −ν∼N

(
fm | f̂m , Σ̂ fm

)
. (2.28)
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We want to merge these two distributions, but we can only merge random vectors of the
same size. Keeping in mind that our measurements have not told us anything (directly)
about the trial function values f∗, we can extend the above to

[
f

m
f ∗

]
∼N

([
fm

f∗

]∣∣∣∣[ f̂m

∗
]

,

[
Σ̂ fm ∗
∗ ∞

])
. (2.29)

Here, the term ∞ can be seen as a matrix in which all eigenvalues are infinitely large. So
you may write it as ∞I as well, although we will just stick with the shorter notation ∞.
(See Section B.4.5 for a further background on this.)

If we subsequently merge the prior distribution (2.22) and the measured distribu-
tion (2.29) using (2.15), we wind up (see Theorem B.22) with the GP regression equation

[
f

m
f ∗

]
∼N

([
fm

f∗

]∣∣∣∣[µm

µ∗

]
,

[
Σmm Σm∗
Σ∗m Σ∗∗

])
, (2.30)

[
Σmm Σm∗
Σ∗m Σ∗∗

]
=

[
Kmm −Kmm

(
Kmm + Σ̂ fm

)−1
Kmm Km∗−Kmm

(
Kmm + Σ̂ fm

)−1
Km∗

K∗m −K∗m
(
Kmm + Σ̂ fm

)−1
Kmm K∗∗−K∗m

(
Kmm + Σ̂ fm

)−1
Km∗

]

=
[

Kmm
(
Kmm + Σ̂ fm

)−1
Σ̂ fm Σ̂ fm

(
Kmm + Σ̂ fm

)−1
Km∗

K∗m
(
Kmm + Σ̂ fm

)−1
Σ̂ fm K∗∗−K∗m

(
Kmm + Σ̂ fm

)−1
Km∗

]
,

[
µm

µ∗

]
=

mm +Kmm
(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
m∗+K∗m

(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

) 
=

 Σmm

(
K −1

mm mm + Σ̂−1
fm

f̂m

)
m∗+K∗m

(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

) .

There are two ways of writing the above expression. Often the second is easier to apply,
while the first is easier to remember. The powerful thing is that we now not only find
the posterior distribution of the trial function values f ∗, but also that of the measured

function values f
m

, in case we need them.

It is interesting to note that, when Σ̂ fm → 0 and the measurement hence becomes

infinitely precise, then µm → f̂m , Σmm → 0 and the expression for f ∗ reduces to (2.23).

So what is the effect of adding measurement noise to our predictions? Basically, the
posterior uncertainties (variance) will be slightly bigger. To see how, compare the earlier
Figure 2.5 (right) with Figure 2.6.

2.3. DIFFERENT VIEWS ON GAUSSIAN PROCESSES

Now we know how Gaussian process regression works. But we haven’t really looked at
what a Gaussian process actually is. That is what we will look at now. We start with the
formal definition (Section 2.3.1), continue with a more intuitive view (Section 2.3.2) and
end with a view on what GP regression mathematically comes down to (Section 2.3.3).
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Figure 2.6: An adjusted version of Figure 2.5 (right) in which measurement noise with standard deviation σ̂ fm =
0.1 has been implemented.

2.3.1. THE FORMAL DEFINITION OF A GAUSSIAN PROCESS

It is time to look at the formal definition of a Gaussian process. A Gaussian process for-
mally is a collection of a (possibly infinite) number of random variables f

1
, f

2
, . . ., any

finite number of which has a joint Gaussian distribution. Let’s take a look at how exactly
this works.

Generally, a Gaussian process has an index variable associated with it. For us, this will
be the input x. It could also be the time t or a multi-dimensional input vector x . (We’ll
discuss the latter case soon in Section 2.4.1.) For now, we will write the index variable as
x though. Different values of the index variable x will result in different random variables
f (x).

You should note here that x can be (and often is) a continuous variable, and hence
can take infinitely many different values. As such, our Gaussian process consists of just
as many random variables f (x). However, there is no such thing as an infinitely large
joint Gaussian distribution, so we cannot work with this directly. But if we would take
a finite number of points x1, . . . , xn , merge these into a set X and set up the distribution
f = f (X ), then we get a subset of all these random variables which does have a (finite)
joint Gaussian distribution.

A (finite) vector f ∼N ( f |µ,Σ) with a Gaussian distribution is fully defined when we
know the mean vectorµ and the covariance matrixΣ. To fully define a Gaussian process,
for each possible set X that we may take, we need something similar. First of all, we need
a mean function m(x) and secondly a covariance function k(x, x ′). If we know these two
functions, our Gaussian process is fully defined.

At this point you’ve probably noticed that our prior distribution (2.20) satisfies this
criterion. It is worthwhile to notice that also the posterior distribution of (2.23) or (2.30)
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satisfies this criterion, for any set of trial points X∗ we may take. In this case, the posterior
mean function mpost (x) and posterior covariance function kpost (x, x ′), expressed in the
prior mean function m(x) and prior covariance function k(x, x ′), equal

mpost (x∗) = m(x∗)+k(x∗, Xm)
(
k(Xm , Xm)+ Σ̂ fm

)−1
(

f̂m −mm

)
, (2.31)

kpost (x∗, x ′
∗) = k(x∗, x ′

∗)−k(x∗, Xm)
(
k(Xm , Xm)+ Σ̂ fm

)−1
k(Xm , x∗). (2.32)

2.3.2. THE INTUITIVE VIEW OF A GAUSSIAN PROCESS

There is also a more intuitive view of a Gaussian process. The way I see a Gaussian pro-
cess is as a distribution over functions. Let me explain what that means.

Suppose that we have a Gaussian process with input points from the interval [0,4].
And suppose that we take a hundred trial points evenly distributed over this interval,
like we also did in earlier plots. We know the joint distribution N (µ∗,Σ∗∗) of these trial
points, and as such we can take samples from it. A few examples of such samples is
shown in Figure 2.7.

Figure 2.7: An example of three sample functions taken from a Gaussian process. Conditions are the same as
in Figure 2.6. In theory, for 95% of the points, the samples should fall within the gray 95% region.

Each of the samples in Figure 2.7 now is a possible function f (x) that could have
(with the given measurement noise) generated the data that we have measured. As such,
this is the more intuitive view on what a Gaussian process is.

2.3.3. THE MATHEMATICAL VIEW OF GAUSSIAN PROCESS REGRESSION

We can also look at what Gaussian process regression mathematically comes down to. In
fact, let’s consider the prediction equation for the mean µ∗ for a single trial input point
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x∗. From (2.30) we know that

µ∗ = m(x∗)+K∗m
(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
. (2.33)

Let’s define the vector α = (
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
. This vector does not depend on

x∗, so once all our measurements are known, we only have to compute it once. We can
now rewrite the above expression to

µ∗ = m(x∗)+
nm∑
i=1

αi k(xmi , x∗). (2.34)

So what we see is that the posterior mean function – which happens to be our most likely
function value – is a sum of nm covariance functions. Mathematically, we can also see
this as a sum of basis functions. And we use just as many basis functions as we have
measurements. Although later on, in Section 4.1.3, we will also look at cases where can
vary the number of basis functions.

The interesting thing is that, when you look at other function approximation meth-
ods like neural networks and support vector machines, and what they mathematically
come down to, then it is the same. Instead of covariance functions, support vector ma-
chines use kernels and neural networks use activation functions, but eventually all meth-
ods wind up with a sum of nonlinear basis functions. Although the philosophy behind
these methods may be very different, mathematically they are very similar.

2.4. MULTI-DIMENSIONAL INPUTS AND OUTPUTS
Previously we have looked at a single-input single-output function f (x). Now it is time
to expand on that. First we will look at approximating functions with multiple inputs
(Section 2.4.1). Then we also examine the case where we have multiple function outputs
(Section 2.4.2), find a method to simplify this case (Section 2.4.3) and look at what the
consequences of using multiple outputs are for the covariance functions (Section 2.4.4).

2.4.1. USING MULTI-DIMENSIONAL INPUT POINTS

So far we have looked at functions f (x) with a single input parameter x. Now let’s look at
functions f (x1, x2, . . . , xdx ) with multiple input parameters x1, x2, . . . , xdx . Although often
we will write the multi-input function, using the vector notation, as f (x), with x the
input vector of size dx . Note that, because we are already using subscripts to distinguish
different input points x1, x2, . . . , xn , we use superscripts to distinguish different elements
within the same input point x .

The question now is, can we apply Gaussian process regression to this as well? The
answer is yes, and we can actually use the exact same equations. The only thing that is
different is the covariance function. (And possibly the mean function, but we will stick
with m(x) = 0 here.) The squared exponential covariance function is now given by

k(x , x ′) =λ2
f exp

(
−1

2

(
x −x ′)T

Λ−1
x

(
x −x ′)) . (2.35)
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The parameter λ f is the same as before, but the matrix Λx is new. It is the matrix of
squared length scales for the input. In practice, unless we are dealing with rather ad-
vanced applications, we assume it to be a diagonal matrix

Λx =


λ2

x1
· · · 0

...
. . .

...
0 · · · λ2

xdx

 . (2.36)

The quantitiesλx1 , . . . ,λxdx
effectively determine how much the Gaussian process will/can

vary when the corresponding input parameters x1, . . . , xdx vary. We’ll look more into the
effects of these parameters in Section 3.1.

Using our new covariance function, we can again set up matrices Kmm , Km∗, K∗m

and K∗∗ and subsequently apply the regression equation (2.30) to predict the function
values f∗. And now we might get a result that looks like Figure 2.8.

Figure 2.8: Gaussian process regression with multiple inputs. The length scales used were λ f = 1, λx1 = 1,
λx2 = 0.5 and σ̂ fm = 0.02. The solid plane is the mean, while the partly transparent planes are the two times
standard deviation planes, together enclosing the 95% region.

2.4.2. USING MULTI-DIMENSIONAL OUTPUT POINTS

If it is so easy to use a multi-input function f (x), with multiple input parameters x1, . . . , xdx ,
is it also easy to use a multi-output function f (x), with multiple output parameters
f 1(x), . . . , f d f (x)? The answer here is ‘Mostly, yes. But there is more to it.’ Let’s take a
look at what exactly the issues are.

Previously, before we would apply our GP regression equations, we had to set up
the prior distribution. That is, we had to indicate how different function values f (x)

and f (x ′) were correlated, prior to doing any measurements. Now we need to do more.
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We also need to indicate how the different function outputs f 1(x), . . . , f d f (x ′) are corre-
lated. And the way in which we can do this, is by replacing our scalar covariance function
k(x , x ′) by a matrix covariance function

k(x , x ′) =


k11(x , x ′) · · · k1d f

(x , x ′)
...

. . .
...

kd f 1(x , x ′) · · · kd f d f
(x , x ′)

 . (2.37)

By using this, we can apply GP regression in the usual way. That is, we can do measure-
ments f̂m1 , . . . , f̂mnm

, except now we get measurement vectors instead of measurement
values. We can lump these together into a measured distribution f

m
like we did in (2.28).

We can then set up the covariance matrices Kmm , Km∗, K∗m and K∗∗, although now they
all consist of blocks of d f by d f sub-matrices. So Kmm will be a d f nm ×d f nm matrix.
And then we can once more apply the GP regression equation (2.30).

2.4.3. A SIMPLIFICATION WHEN USING MULTI-DIMENSIONAL OUTPUTS
Let’s think for a second about what k12(x , x ′) actually means though. It is the prior covari-
ance between the outputs f 1(x) and f 2(x ′); so between two different function outputs.
But often we don’t know anything in advance about how these two functions outputs re-
late to each other. There is no reason why, if f 1(x) happens to be positive for some point

x , that also f 2(x ′) should be positive (or negative for that matter). Because of that, we

generally have k12(x , x ′) = 0, and similarly for the other non-diagonal terms of k(x , x ′).
The covariance matrix hence becomes a diagonal matrix.

The interesting thing is that, when you now work out the GP regression equations,
you will find that there is no link whatsoever between the different outputs f 1(x), f 2(x), . . ..

A measurement of output f 1(x) will not have any effect at all on the prediction of f 2
∗. (An

exception to this occurs in Chapter 5 when we add input noise.) As a consequence, what
we could also do is apply the Gaussian process regression equation (2.30) fully separately
to each individual output f 1(x), f 2(x), . . ..

What is the advantage of this? Well, we used to have to invert Kmm , which was an
d f nm ×d f nm matrix. Now we have d f separate GP regression algorithms, each with a
matrix Kmm of size nm ×nm . Inverting an nm ×nm times matrix a number of d f times is
a lot more computationally efficient than inverting a single huge d f nm ×d f nm matrix.
In fact, later on in Chapter 4 we will look more at the runtime of GP regression, and then
we will see that it is about d 2

f times faster. So this simplification will save us some time,

especially for larger values of d f .

2.4.4. THE COVARIANCE FUNCTIONS WITHIN THE COVARIANCE MATRIX
Finally, let’s look at the remaining diagonal terms k11(x , x ′),k22(x , x ′), . . .. These covari-
ance functions can all be different. (We will learn more about choosing covariance func-
tions in Section 3.2.) For simplicity, in this thesis we will only use the squared exponential
covariance function (2.19) though.

But the covariance functions do have parameters (length scales), and these length
scales may be different for each covariance function. In fact, the output length scales
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λ f1 , . . . ,λ fd f
will most certainly be different for different outputs f 1(x), . . . , f d f (x). The

squared input length scalesΛx1 , . . . ,Λxd f
(which determines how quickly the output varies

for varying inputs) is often the same for different outputs. Although in some special cases
it may be useful to choose a different input length scale Λx1 , . . . ,Λxd f

for each output

f 1(x), . . . , f d f (x), for instance when one output f 1(x) varies strongly with one input x1

but not so much with another input x2, while another output f 2(x) varies more strongly
with the other input x2 but not so much with x1. How exactly we choose these parame-
ters is something we will look at more closely in Section 3.1 though.

2.5. THE DERIVATIVE AND INTEGRAL OF A GAUSSIAN PROCESS
We have seen in Section 2.3.2 that a Gaussian process is basically a distribution over
functions. And we can take the derivative of functions. So based on this, the derivative
of a Gaussian process is again a distribution over functions. To be precise, it is again a
Gaussian process. And naturally the same holds for the inverse derivative: the integral.

In Section 2.5.1 we will actually prove this. We will then find the corresponding mean
and covariance functions in Section 2.5.2. In Section 2.5.3 we look at how we can actually
make measurements of the derivative of a function and incorporate those. Finally, we
examine integrals of Gaussian processes in Section 2.5.4.

2.5.1. THE DERIVATIVE OF A GAUSSIAN PROCESS

Consider a function f (x). The derivative of this function is formally defined as

d f (x)

d x
= lim

d x→0

f (x +d x)− f (x)

d x
. (2.38)

We can apply the same definition to a Gaussian process f (x). We now get

d f (x)

d x
= lim

d x→0

f (x +d x)− f (x)

d x
. (2.39)

To find this, we need to subtract f (x), which is a Gaussian distribution, from f (x +d x),
which is another Gaussian distribution. And as we have learned (see for instance Theo-
rem B.13), a linear combination of Gaussian parameters is again a Gaussian. This shows
that d f (x)/d x is a Gaussian distribution.

2.5.2. THE MEAN AND COVARIANCE OF THE DERIVATIVE

Let’s write the derivative of a Gaussian process as

d f (x)

d x
=N

(
md (x),kd (x , x ′)

)
. (2.40)

So md (x) is the derivative mean function and kd (x , x ′) is the derivative covariance func-
tion. Let’s find what they are equal to.
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For the derivative mean function we have

md (x) =E
[

d f (x)

d x

]
=E

[
lim

d x→0

f (x +d x)− f (x)

d x

]
(2.41)

= lim
d x→0

E
[

f (x +d x)
]
−E

[
f (x)

]
d x

= lim
d x→0

m(x +d x)−m(x)

d x
= dm(x)

d x
.

In other words, to find the mean of the derivative of a Gaussian process, we can just
take the derivative of the mean. Although actually we could have also found this in a
much quicker way. If we realize that both the expectation and the derivative operators
are linear operators, and we can hence change the order in which they are applied, we
could have used

E

[
d f (x)

d x

]
= d

d x
E

[
f (x)

]
= dm(x)

d x
. (2.42)

Now this is definitely easier than (2.41).
Next, what is the covariance function? We can use the same trick here, resulting in

kd (x , x ′) =E
[(

d f (x)

d x
− dm(x)

d x

)(
d f (x ′)

d x ′ − dm(x ′)
d x ′

)]
(2.43)

= d 2

d x d x ′E
[(

f (x)−m(x)
)(

f (x ′)−m(x ′)
)]

= d 2k(x , x ′)
d x d x ′ .

So to find the covariance function of d f (x)/d x , we have to take the derivative of k(x , x ′)
with respect to both x and x ′. Do keep in mind that, when you have already incorporated
measurements into your GP, then you will need to take the derivatives of the posterior
mean and covariance functions. In other words, you will need to take the derivatives
of (2.31) and (2.32). When we do, we can find a figure like Figure 2.9.

2.5.3. IMPLEMENTING DERIVATIVE MEASUREMENTS
Consider d f (x)/d x and f (x ′) for certain points x and x ′. These are both Gaussian ran-
dom variables. So naturally, we can find their covariance. It will equal

V

[
d f (x)

d x
, f (x ′)

]
=E

[(
d f (x)

d x
− dm(x)

d x

)(
f (x ′)−m(x ′)

)]
(2.44)

= d

d x
E

[(
f (x)−m(x)

)(
f (x ′)−m(x ′)

)]
= dk(x , x ′)

d x
.

This expression is actually quite useful. Suppose that, next to measuring function values

f (xm ) at input points xm , we also measure the derivatives d f
d x (xd ) at input points xd .

(Here, the set Xm can be the same as Xd , but it can also be different.) With the above
expression, we can incorporate this derivative data.
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Figure 2.9: The derivative of a Gaussian process is also a Gaussian process. The left figure equals Figure 2.6.
The right figure equals its derivative. It may be interesting to note that the variance of the derivative is generally
not the smallest at the measurement locations, but somewhere in-between measurements.

How does it work? Well, the easiest way is to expand the measurement mean vector
mm and covariance matrix Kmm to incorporate this derivative data. That is, we redefine
mm and Kmm (and Km∗ and K∗m) such thatmm

m∗

=
 m(Xm)

dm
d x (Xd )
m(X∗)

 , (2.45)

Kmm Km∗

K∗m K∗∗

=

 k(Xm , Xm) dk
d x ′ (Xm , Xd ) k(Xm , X∗)

dk
d x (Xd , Xm) d 2k

d x d x ′ (Xd , Xd ) dk
d x (Xd , X∗)

k(X∗, Xm) dk
d x ′ (X∗, Xd ) k(X∗, X∗)

 . (2.46)

Note that, for the derivatives of the covariance function, we always take the derivative
with respect to the parameter that we will plug the derivative points into.

Next, we should also incorporate the derivative measurements into f̂m , and their
corresponding noise in Σ̂ fm . But then the rest of our GP regression works exactly the
same, resulting in a plot like Figure 2.10.

2.5.4. INTEGRALS OF GAUSSIAN PROCESSES
If the derivative of a Gaussian process is again a Gaussian process, can we then also inte-
grate a Gaussian process? Not very surprisingly, the answer is yes. And there have already
been some nice applications of this. (See for instance Wahlström (2015), Section 2.3.4.)

Let’s consider single-input Gaussian processes f (x) first. The first thing we could
try is integrating over a fixed interval [a,b]. In this case, the outcome is not a Gaussian
process though, but a single Gaussian random variable. To be precise, we would get∫ b

a
f (x)d x =N

(∫ b

a
m(x)d x,

∫ b

a

∫ b

a
k(x, x ′)d x ′ d x

)
, (2.47)

where the mean and variance do not depend on any parameter anymore. If we do want
to get a Gaussian process as outcome, we have to let our integration interval depend on
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Figure 2.10: Gaussian process regression using derivative data. The length scales used were λ f = 1, λx = 1 and
σ̂ fm = 0.01 (negligible) for both value and derivative measurements. For some points only derivative data is
measured (stripes) and for other points only function values are measured (circles).

some parameter y . For instance, we can define I (y) as

I (y) =
∫ y

0
f (x)d x. (2.48)

In this case, I (y) is a Gaussian process with its mean function mI (y) and covariance
function kI (y, y ′) satisfying

mI (y) =
∫ y

0
m(x)d x, (2.49)

kI (y, y ′) =
∫ y

0

∫ y ′

0
k(x, x ′)d x ′ d x. (2.50)

So that is how single-input Gaussian processes can be integrated. Note that, instead of
having the integral bounds vary linearly with y , we could have also had them vary in a
more complicated way with y . Or we could even have integrated from y1 to y2, which

would have given us a Gaussian process with multiple inputs y = [
y1 y2

]T
.

For multi-input Gaussian processes f (x) things work similarly. Again we could choose
to integrate over a fixed multi-dimensional area, which would give us a single Gaussian
random variable. Or we could choose to integrate over a multi-dimensional area, whose
exact size and/or shape depends on one or more parameters y .

It is interesting to note that the input vectors x (of f (x)) and y (of I (y)) do not have
to be of the same size. In fact, it could very well be possible to let x have more elements
than y , or less. The crucial thing is the number of parameters which the space we are
integrating over depends on.
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2.6. IDENTIFYING THE DYNAMICS OF A PITCH-PLUNGE SYSTEM
We will now apply Gaussian process regression to a simple test system: a single airfoil in
an airflow. We will look at the system in Section 2.6.1 and derive the equations of motion
in Section 2.6.2. Deriving the equations of motion requires some basic knowledge of
aerodynamics. If you do not have this, you could either read Jr. (2010) or skip this section
altogether and just use the equations of motion.

Afterwards, we will identify the dynamics of the system. We first do this only for sta-
tionary initial states (Section 2.6.3) but then extend this to identify the dynamics from
any state (Section 2.6.4). We then study the differences in accuracy of these approxima-
tions and how the regression algorithm deals with this.

2.6.1. THE PITCH-PLUNGE SYSTEM SET-UP

We will consider the pitch-plunge system shown in Figure 2.11. This system has been
modeled by O’Neil and Strganac (1996), O’Neil et al. (1996). The specific purpose of cre-
ating this model was to research nonlinear aeroelastic behavior of wings, which is exactly
what also takes place in our wind turbines. Subsequently, a basic analysis of the stability
characteristics and control possibilities has been performed in Ko et al. (1997), O’Neil
and Strganac (1998), Ko et al. (1998). More advanced applications of this model can be
found in Lind and Baldelli (2005), van Wingerden (2008).

Figure 2.11: An airfoil with a trailing-edge flap. The exact system set-up is explained in the main text.

Let’s take a look at how the pitch-plunge system works. The system consists of an air-
foil which is placed in an airflow with velocity U . The airfoil can plunge (move vertically,
representing the flapping of a turbine blade) as well as pitch (rotate, representing the
torsion of a turbine blade). The plunge is indicated by the height h, where downwards is
positive, and the pitch is described by the angle of attack with respect to the free flow α.

The dynamics of the spring depend on various parameters. First, the airfoil will gen-
erate a lift force L and a moment M . These both depend on the airflow, so on the flow
velocity U , the angle of attack α and the additional angle of attack caused by the verti-
cal motion ḣ of the blade. (The dot represents the time-derivative dh

d t .) In addition, the
airfoil also has a trailing edge flap, which is deflected by an angle β. We can control this
flap ourselves, and naturally β also affects the lift and the moment.

The blade is constrained by two springs. There is a vertical spring with spring con-
stant kh and a rotational spring with spring constant kα(α). This latter spring constant
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depends on α according to

kα(α) = kα
(
1+kα1α

1 +kα2α
2 +kα3α

3 +kα4α
4) , (2.51)

which causes the system to be nonlinear. In addition, both springs also have damping,
expressed by the damping coefficients ch and cα. The value of these parameters (and all
other parameters) can be found in Table 2.1.

Table 2.1: Numerical values of the parameters of the pitch-plunge system.

Lengths Inertia Aerodynamics Springs (linear) Springs (nonlinear)

c =0.270m m=12.387 kg cLα =6.28 kh =2844.4 N/m kα1 =−22.1 rad−1

b=0.135m ICG =0.051 kgm2 cLβ =3.358 kα=2.82 Nm/rad kα2 =1315.5 rad−2

a=−0.6 Iα=0.065 kgm2 cmα =−0.628 ch =27.43 Ns/m kα3 =−8580 rad−3

xα=0.2466 ρ=1.225 kg/m3 cmβ
=−0.635 cα=0.180 Nms/rad kα4 =17289.7 rad−4

2.6.2. THE PITCH-PLUNGE SYSTEM EQUATIONS OF MOTION
Let’s derive the equations of motion of the pitch-plunge system. You will encounter sev-
eral parameters during this derivation. In our derivation we will use the same notation
and sign convention as Ko et al. (1997, 1998). This sign convention is somewhat confus-
ing though, so let’s take a careful look at it first.

Figure 2.12: An overview of important points of the airfoil. Note that the depicted order of the points is not
necessarily the true order in which these points occur. It has been set up to show the sign convention of a and
xα. To be precise, we will use a = −0.6 (see Table 2.1) which means that the rotation point is in reality quite
close to the leading edge. Also note that the plunge h is defined as the vertical position of the rotation point,
where downwards is defined as positive.

The main idea is that we have several different points on the airfoil, as shown in Fig-
ure 2.12. There is the quarter-chord position, the midpoint, the rotation point where the
springs are attached, and the center of gravity (CG) of the airfoil. The height h of the air-
foil (that is, its vertical position) is defined as the height at the rotation point, and we will
also consider the lift L and the moment M with respect to this rotation point.

Keep in mind here that we are considering a two-dimensional airfoil. There is no
‘depth’. When we do have to talk about the span of the airfoil, we assume we are working
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with an airfoil of unit span. So all quantities, like the lift L, the mass m and so on, are
quantities per unit span.

For now, suppose that there are no springs. In this case, what would the equations
of motion be? Well, we can apply Newton’s second law to the airfoil, but we are only
allowed to do so with respect to the CG. If we denote the lift and moment with respect to
the CG as LCG and MCG , respectively, then we have[

m 0
0 ICG

][
ḧCG

α̈CG

]
=

[−LCG

MCG

]
=

[ −L
M +Lxαb

]
, (2.52)

with m the mass (per unit span) of the airfoil and ICG the rotational inertia (per unit
span) with respect to the CG. However, we want to have the equations of motion with
respect to the rotation point. And although α = αCG , we do have h = hCG −αxαb. If we
implement this in the above equation and work out the results, we find that[

m mxαb
mxαb Iα

][
ḧ
α̈

]
=

[−L
M

]
, (2.53)

where we have defined Iα = ICG +m (xαb)2 as the moment of inertia with respect to the
rotation point.

Next, let’s add the springs. These springs cause forces and moments directly in the
rotation point, so we do not need to apply any transformations to them. If we add the
respective forces to our equations, we wind up with[

m mxαb
mxαb Iα

][
ḧ
α̈

]
+

[
ch 0
0 cα

][
ḣ
α̇

]
+

[
kh 0
0 kα(α)

][
h
α

]
=

[−L
M

]
. (2.54)

The main question that still remains is ‘How do we calculate the lift and the moment?’
When the airfoil is stationary, the lift is given directly by

L = 1

2
ρU 2ScLαα+ 1

2
ρU 2ScLββ, (2.55)

with ρ the air density, S the surface area of the wing, CLα the lift coefficient per angle
of attack and CLβ the lift coefficient per control input. You may note that no constant
term involving CL0 is present. This is because our airfoil is symmetric. That is, it has no
camber.

When there is motion, we get extra terms though. First of all, a plunge motion ḣ will
cause an extra angle of attack equal to ḣ/U . But next to that, a pitching motion α̇will also
result in a change in lift. This change in lift mainly depends on the downward velocity of
the three-quarter point of the airfoil, which equals α̇

( 1
2 −α

)
b. Or at least, it depends on

the ratio between this velocity and the flow velocity U . (See for instance Fung (1955).) So
the extra lift that we get equals

1

2
ρU 2ScLα

ḣ

U
+ 1

2
ρU 2ScLα

(
1

2
−α

)
b
α̇

U
. (2.56)

We can also simplify S. Because we are considering an airfoil of unit span, the surface S
equals the chord length S = c = 2b. It follows that the lift equals

L = ρU 2bcLα

(
α+ ḣ

U
+

(
1

2
−α

)
b
α̇

U

)
+ρU 2bcLββ. (2.57)
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For thin and symmetric airfoils, the aerodynamic moment with respect to the quarter-
chord position is generally zero. As a result, we can approximate cmα = ( 1

2 +a
)

cLα . This
relationship of course does not hold for the control input coefficient cmβ

, whose exact
value depends on the size and shape of the flap and has to be determined through mea-
surements. It now does follow that

M = ρU 2bcmα

(
α+ ḣ

U
+

(
1

2
−α

)
b
α̇

U

)
+ρU 2bcmβ

β. (2.58)

If we subsequently insert the relations for L and M that we have found into (2.54) and
work out the results, we wind up with the equations of motion[

m mxαb
mxαb Iα

][
ḧ
α̈

]
+

[
ch +ρUbcLα ρUb2cLα

( 1
2 −a

)
−ρUb2cmα cα−ρUb3cmα

( 1
2 −a

)][
ḣ
α̇

]
(2.59)

+
[

kh ρU 2bcLα
0 kα(α)−ρU 2b2cmα

][
h
α

]
=

[−ρU 2bcLβ
ρU 2b2cmβ

]
β.

These are equations of motion we can use in a simulation. Although, somewhat similarly
to Lind and Baldelli (2005), we will define the matrices

M =
[

m mxαb
mxαb Iα

]
, D =

[
0 ρbcLα
0 −ρb2cmα

]
, (2.60)

C =
[

ch 0
0 cα

]
, E =

[
ρbcLα ρb2cLα

( 1
2 −a

)
−ρb2cmα −ρb3cmα

( 1
2 −a

)] ,

K (x) =
[

kh 0
0 kα(α)

]
, F =

[−ρU 2bcLβ
ρU 2b2cmβ

]
.

With these matrices, and with the state vector x = [
h α

]T
, we can write

M ẍ + (C +U E) ẋ + (K (x)+U 2D)x =U 2Fβ. (2.61)

With these equations of motion we can set up a Simulink simulation of the system, al-
lowing us to simulate it for various initial conditions, various control laws as well as var-
ious disturbances in the wind velocity U . An example of a system response is shown in
Figure 2.13.

Note that, because of the term kα(α) within K (x), the system is nonlinear. Although
if we wanted to linearize it, we could simply replace kα(α) by the constant kα. So we can
choose to either use the nonlinear or the linear model of the pitch-plunge system.

2.6.3. A FIRST APPROXIMATION OF THE STATE TRANSITION FUNCTION
As a first challenge, we will approximate the discretized state transition function

xk+1 = f (xk , ẋk ,βk ), (2.62)

for some time step ∆t = 0.1s. Note that this is a relatively large time step. In fact, it is
more than a quarter of the period of the system’s flutter behavior. (See Figure 2.13.)
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Figure 2.13: The response of the pitch-plunge system to the initial conditions of α= 0.1rad and h = ḣ = α̇= 0.
The wind speed was relatively high (U = 15m/s). This high wind speed, in combination with the nonlinear
spring and the absence of control input, caused flutter behavior. That is, the system state converges to a high-
frequency oscillation, known as the limit cycle.

For simplicity, we will first only look at the influence of xk on xk+1. In other words,
we will vary xk , but set ẋk and βk in (2.62) to zero. So we put the system in nm = 30
different stationary initial positions xk , release it without applying any input and look
where it winds up 0.1 seconds later.

The resulting problem is actually a two-dimensional problem. The state transition
function f now has only two (non-zero) inputs and two relevant outputs. As such, it is a
relatively easy problem. The results of it are shown in Figure 2.14.

From Figure 2.14 we can see that GP regression can adequately predict the state tran-
sition function for this two-dimensional problem. Even with only thirty measurements,
the predictions are accurate. The GP regression algorithm also knows it is accurate, be-
cause the variance is relatively small.

It is also worthwhile to note that a positive value of αk generally causes the value of
hk+1 to decrease. This means that the airfoil goes up (because downwards is defined as
positive) which is what we would expect to happen.

By the way, you may be thinking, ‘Isn’t it very unrealistic to put the system in a dif-
ferent initial state every time? Shouldn’t we just run a full consecutive simulation of the
system and use that as training data?’ The short answer to this is, ‘Yes, we should, and it
would work, but we would not get pretty graphs.’

The reason here is that, during a full simulation, some states are more likely to be
reached than others. In fact, there are many states that we will never reach at all, while
other states may be visited multiple times. As a result, the algorithm will be very well
capable of making predictions for some states, but highly incapable for other states. If
we would then make a plot like Figure 2.15, which shows the predictions for all states,
it would make it seem like the algorithm is worthless. There are states which it cannot
make predictions for! As a result, the plot would look horrific, while in reality it only
means that some states do not get visited, and hence we do not even have to make pre-
dictions for those states.
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Figure 2.14: The prediction, as made by Gaussian process regression, of the next state of the pitch-plunge sys-
tem, based on the current state. For each data point, the system was placed in a random position/orientation
xk , kept stationary (ẋk = 0) until it was released. After ∆t = 0.1s the next position xk+1 was recorded. This
was done nm = 30 times at a constant wind speed of U = 15m/s. The general shape of the function is almost
identical to what we would get if we would have done many more measurements (nm = 300; not shown here)
although naturally the variance would be smaller then.

2.6.4. MAKING A HIGHER-DIMENSIONAL APPROXIMATION
Let’s make the problem a bit more difficult. For every one of the nm tests, we will now put
the pitch-plunge system in a fully random initial state. So both xk and ẋk are randomly
chosen. In addition, we also provide a random (constant) input βk . The input points of
the GP regression algorithm are hence five-dimensional. Even though the equations we
need are exactly the same, this is computationally a quite more complex problem. When
we apply the regression algorithm, we get the results shown in Figure 2.15.

From Figure 2.15 we can see that the predictions are a lot less accurate now. Though
the GP regression algorithm detects the general shape of the function, it is very uncertain
in its details. This uncertainty is also indicated by the algorithm itself through the larger
uncertainty region.

Of course, when more experiments are performed, the certainty of the algorithm
will increase. In fact, it takes about nm = 150 experiments before the predictions of the
five-dimensional problem will be as accurate as the predictions of the two-dimensional
problem with nm = 30 measurements. When we do use nm = 150 measurements, the
two plots look nearly identical.

To summarize, the GP regression seems very well capable of predicting the next state
of a discrete-time system. In other words, GP regression can be used for nonlinear sys-
tem identification. This does of course require the state to be fully and exactly known,
so no partial state measurements or measurement noise is allowed. In Chapter 5 we will
look into what to do when the state is subject to measurement noise as well. That is,
when not just the output f

m
is noisy, but also the input xm .

2.7. LITERATURE – A SHORT HISTORY OF GP REGRESSION
Though few people realize it, Gaussian process regression has been applied for quite a
long time. Its first significant applications were for time series analysis. The main theory
here was developed by Kolmogorov (1941), Wiener (1949) in the 1940s. In the 1960s and
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Figure 2.15: The prediction, as made by Gaussian process regression, of the next state of the pitch-plunge sys-
tem, based on the current state. Also plotted, in an alternate color, is the mean function from Figure 2.14. The
conditions are identical to Figure 2.14, except that now xk , ẋk and βk were all chosen at random while doing
measurements. To make the above predictions, ẋk and βk were still set to zero. Because of this difference, the
measurement points could not be plotted anymore.

70s it was subsequently applied in meteorology by Thompson (1956), Daley (1991) and
in geostatistics by Matheron (1973), Journel and Huijbregts (1978), although in the latter
field it was commonly known as kriging.

Gradually, near the end of the 1970s, it became more well-understood that Gaussian
process regression could be applied not only to time series analysis, but to regression
problems in general. For instance, O’Hagan and Kingman (1978) present the general
Gaussian process regression equations (2.30), though of course in a rather different form.
But it was only in the 1990s when Gaussian process regression was finally applied to ma-
chine learning, mainly introduced by Williams and Rasmussen (1996), Neal (1996). It
was at this time that the similarities with other machine learning techniques, like Sup-
port Vector Machines, Splines and Neural Networks, were investigated. Here it turned
out that the statistical nature of Gaussian process regression gave it certain advantages,
like a built-in regularization method.

The field converged with the publication of a single book by Rasmussen and Williams
(2006), focusing on Gaussian processes for machine learning. The notation used in this
book has become commonplace in the field, making it invaluable for the development of
the Gaussian process community. This notation is also the one we will use in this thesis,
albeit with a few extensions of our own.

Of course the field developed further after 2006, with various branches going into dif-
ferent directions. Several of these branches will be the subject of subsequent chapters.
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DETAILS OF THE COVARIANCE

FUNCTION

Summary — The parameters of the covariance function are known as hyperparameters θ.
The true set of hyperparameters is generally unknown. Ideally we take into account all
possible hyperparameters by integrating over them, but this is not analytically possible.
Instead, we will choose a specific set of hyperparameters and simply assume they are the
true ones. We can do this based on expert knowledge, or tune the hyperparameters by
optimizing the a posteriori hyperparameter likelihood p(θ|Xm , f̂m ). This tuning is often
done in a gradient ascent manner.

Next to choosing hyperparameters, we also need to choose the covariance function it-
self. There are several possible covariance functions, including the squared exponential
(smooth) covariance function, the piecewise smooth covariance function, the periodic co-
variance function, the linear covariance function and more. These functions can also be
combined in various ways. Choosing which covariance function to use goes identically to
tuning the hyperparameters. We either use expert knowledge, or optimize the likelihood.

Previously, we have always assumed that we measured the function values f = f (X ) itself
and used those for our regression equations. If instead we measure linear relationships
M f = c of function values, we can still apply Gaussian process regression. We just need to
incorporate the matrix M into our regression equations. When we do, we find a general-
ization of the regular Gaussian process regression equations that offers a variety of extra
possibilities.

All these techniques can be applied to practical applications. Specifically, they can be ap-
plied to identify the dynamics of a pitch-plunge system, or to approximate the value func-
tion of this system. In the latter case, the value function can then be optimized to tune the
controller settings.

39
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In this chapter we look at three different tricks that we can use to make GP regression
more effective in certain situations. We start by looking at how we should choose pa-
rameters like λ f , λx and σ̂ fm ; that is, the hyperparameters of the covariance function
(Section 3.1). Then we look into using different covariance functions k(x , x ′) altogether
(Section 3.2). The third trick we examine is how to apply Gaussian process regression
when we only measure linear relations between function values (Section 3.3).

Afterwards we also apply the tricks we learned to a practical application, either iden-
tifying the system dynamics of the pitch-plunge system (Section 3.4) or approximating
its value function (Section 3.5). As usual, at the back you can find an overview of litera-
ture and contributions (Section 3.6).

3.1. THE BASICS OF TUNING HYPERPARAMETERS
In Gaussian process regression, there are several parameters that need to be ‘chosen’. For
instance, there are the length scales λx and λ f , as well as the noise scale σ̂ fm . In case we
choose a constant mean function m(x) = m̄, then this constant m̄ needs to be chosen as
well.

All these parameters are called hyperparameters. They have a significant effect on
the predictions that we make, as shown by Figure 3.1. The set of all hyperparameters is
denoted by the vector θ. We can choose them ourselves, based on our expert knowledge
of the function we are approximating, or we can tune them automatically. In this chapter
we will look at how the latter works.

We start by looking at how to find the likelihood of a set of hyperparameters (Sec-
tion 3.1.1). We then examine two methods to implement this, either by integrating over
the possible hyperparameters (Section 3.1.2) or by taking the most likely hyperparame-
ters (Section 3.1.3). Then we look at how we can implement the latter method in practice
(Section 3.1.4) and finally how we can vary the main assumptions behind the method
(Section 3.1.5).

Figure 3.1: Gaussian process regression for different hyperparameters. Data was generated using a GP with[
λx ,λ f , σ̂ fm

]
=

[
1,1, 1

5

]
. It was subsequently approximated using a GP with

[
λx ,λ f , σ̂ fm

]
equaling the same[

1,1, 1
5

]
(left),

[
1
2 ,1, 1

25

]
(middle) and [2,1,1] (right). While the first approximation seems sensible, the sec-

ond approximation explains everything through function variations and the third approximation explains
everything through noise. Both results are not very good. This is also shown by the log-likelihoods (intro-
duced in Section 3.1.3), which are −14.1, −72.2 and −26.1, respectively. Hyperparameter tuning (see Sec-
tion 3.1.4) will, even when starting from completely incorrect hyperparameters, result in hyperparameters of
[0.925,0.999,0.201] and a corresponding log-likelihood of −13.2.
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3.1.1. PROBABILITIES AND LIKELIHOODS
The key realization we should first make, is that we do not know the set of hyperparam-
eters θ, and hence we should treat it as a random variable θ. Now we can look at the
probability that a certain set of hyperparameters θ is the correct one. We write this as
p(θ = θ) or short as p(θ).

We should keep in mind here that we also have data. To be precise, we know Xm and
f̂m . So actually, we should find the probability that θ = θ given the values of Xm and

f̂m . We write this as p(θ|Xm , f̂m ). Bayes’ theorem (or alternatively the definition of the
conditional distribution) tells us that, for certain events A, B and C , we have

p(A|B ,C )p(B |C ) = p(A,B |C ) = p(B |A,C )p(A|C ). (3.1)

Using this, we can now find that

p(θ| f̂m , Xm) = p( f̂m |θ, Xm)p(θ|Xm)

p( f̂m |Xm)
. (3.2)

This is an important relation. It has four quantities which we will examine one by one.
The first quantity p(θ| f̂m , Xm) is known as the posterior hyperparameter distribution.

It is what we want to know. Or at least, we want to know which hyperparameters θ have
a high probability.

The second term p( f̂m |θ, Xm) is called the observation likelihood, or short, just the
likelihood. It is the probability that, given certain hyperparameters θ, we made the ob-
servations/measurements that we did. We already knew, before making any measure-
ments, that f̂

m
was distributed according to (2.26). The probability that we obtained

our measurements f̂m is hence equal to

p( f̂m |θ, Xm) =N
(

f̂m |mm ,Kmm + Σ̂ fm

)
. (3.3)

Note that Kmm , Σ̂ fm and possibly even mm depend on the hyperparameters θ.
The third term p(θ|Xm) is the prior hyperparameter distribution, or short, the hyper-

prior. This probability actually does not depend on Xm . In fact, only knowing Xm does
not tell us anything about θ. It hence equals p(θ).

We can use the hyper-prior to indicate which hyperparameters we roughly expect to
get. In practice, we often don’t really know much in advance about the hyperparameters.
For simplicity, we hence assume that p(θ) is constant. Later on, in Section 3.1.5, we will
look at other hyper-priors.

Finally, the fourth quantity is the denominator p( f̂m |Xm). It is called the marginal
likelihood, but since it does not depend on θ, it is a constant too.

Putting all this together, we find that the probability p(θ| f̂m , Xm) is proportional to

p(θ| f̂m , Xm) ∝N
(

f̂m |mm ,Kmm + Σ̂ fm

)
. (3.4)

So how do we continue? There are two options now, which we will look at in the next two
subsections.
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3.1.2. INTEGRATING OVER HYPERPARAMETERS
Suppose that we know the true hyperparameters θ. In that case, we can use (2.30) to
predict f ∗. In fact, this distribution tells us, given the hyperparameters θ and the mea-

surements Xm , f̂m , the chance that f ∗ equals a given value f∗. This means that another

way to write (2.30) is as the probability

p( f∗|θ, f̂m , Xm) =N ( f∗|µ∗,Σ∗∗). (3.5)

Technically, using this notation is incorrect, since we are working with probability den-
sity functions and not with probabilities, but we will ignore that detail to keep the nota-
tion simple.

Now suppose that there are two possible sets of hyperparameters θ1 and θ2 that both
explain our measurements pretty well. They are both correct with probability 1/2. In this
case, we can take both of them into account by adding up the probabilities. That is,

p( f∗| f̂m , Xm) = 1

2
p( f∗|θ1, f̂m , Xm)+ 1

2
p( f∗|θ2, f̂m , Xm). (3.6)

The extended version of this idea is known as the principle of marginalization. (See for
instance Theorem B.1.) We can find the posterior distribution of f ∗, taking into account

all possible hyperparameters, using

p( f∗| f̂m , Xm) =
∫
Θ

p( f∗,θ| f̂m , Xm)dθ (3.7)

=
∫
Θ

p( f∗|θ, f̂m , Xm)p(θ| f̂m , Xm)dθ.

We know both the probabilities in the final expression (at least up to a constant). They
are given by (3.5) and (3.4), respectively. So in theory we can solve this.

The main problem here is that the result will not be Gaussian. In fact, the way in
which these probabilities depend on the hyperparameters θ is very complicated. Solv-
ing the above integral analytically will be impossible, and the result surely will not be a
Gaussian process anymore.

One way to work around this would be to use numerical methods. That would be
beyond the scope of this explanation, but for further reading, you can start with the work
of Svensson et al. (2015) or Murray and Adams (2010). In most applications another
method is used instead, which we will explore next.

3.1.3. THE MAXIMUM LIKELIHOOD METHOD
Instead of taking into account all possible hyperparameters θ, the idea now is to find the
most likely hyperparameters and only use those.

There are two common ways to do this. The first is the Maximum Likelihood method
(ML method). The idea here is to find the hyperparametersθ that optimize the likelihood
p( f

m
|θ, Xm). That is, the hyperparameters that best explain the measurements.

A similar but slightly more ‘honest’ method is the Maximum A Posteriori method
(MAP method). Here, we want to maximize the posterior hyperparameter distribution
p(θ| f̂m , Xm) from (3.4). However, we often assume that θ has a uniform distribution and
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hence that the hyper-prior p(θ) is constant. In this case p(θ| f̂m , Xm) is only a constant
multiple of p( f

m
|θ, Xm). So as long as p(θ) is constant, the ML method and the MAP

method do exactly the same. Hence, we will simply apply the MAP method with p(θ)
constant.

The key now is to find the maximum of the posterior hyperparameter distribution

p(θ| f̂m , Xm) ∝ 1√
|2π(Kmm + Σ̂ fm )|

exp

(
−1

2

(
f̂m −mm

)T (
Kmm + Σ̂ fm

)−1
(

f̂m −mm

))
.

(3.8)
The exponent makes maximizing this somewhat difficult. To solve this issue, we take the
logarithm of the above function. Because the logarithm is a strictly ascending function,
this again does not affect the position of the maximum. When we take the logarithm and
work out the result, we get the log-likelihood

log(p) =−nm

2
log(2π)− 1

2
log |Kmm + Σ̂ fm | (3.9)

− 1

2

(
f̂m −mm

)T (
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
+ log(c),

where c is the (not important) proportionality constant from (3.8). The first term in the
above expression is also a normalization constant. Since both these terms are constant,
we can ignore them in our optimization process. The third term is called the data fit. It
describes how well our measurements f̂m fit with our hyperparameters. If for instance
f̂m is very close to mm , then the magnitude of the data fit term will be very small. But,
because there is a minus sign in front of it, the data fit itself will be large, or at least not
strongly negative.

Another way to obtain a good data fit, is to give the matrix Kmm + Σ̂ fm huge values.
This comes down to assuming there is so much noise, that any data fits within our model.
Luckily, the second term in the log-likelihood expression prevents that problem. We call
this term the complexity penalty. When we use a large matrix Kmm + Σ̂ fm , this term will
become highly negative, reducing the log-likelihood.

The great thing about this complexity penalty is that, unlike other methods like neu-
ral networks, Gaussian process regression has a far smaller risk of overfitting1. It has
an automatic regularization2 built into it through its foundation in Bayesian probability
theory.

Although to be fair, it must be noted that overfitting is still possible when using the
maximum likelihood method. Suppose that only very few measurements are available.
In this case, we cannot really be sure yet which hyperparameters are the correct ones. In
other words, the uncertainty within θ is large. When we would integrate over all possible
hyperparameters, we would take this into account, resulting in a large uncertainty for
predictions f ∗, and rightfully so. However, the maximum likelihood method only takes

1Overfitting means that a regression algorithm is trained so much on a particular data set, that it not only
manages to explain the measured data, but also ‘explain’ the noise that occurred for that particular data set.
Naturally, when given a different data set, the noise will be different, so this is a bad thing.

2Regularization is a trick that introduces extra information (effectively, a prior distribution) to the system to
prevent overfitting.
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the hyperparameters θ that are the most likely, and then claims it is 100% certain that
these are the correct hyperparameters. This unjustly results in a relatively small variance
of our predictions. That is why, especially when few measurement data is available, the
maximum likelihood method may result in some overfitting, claiming it is more certain
of its predictions than it has a right to be.

3.1.4. OPTIMIZING THE LOG-LIKELIHOOD
The next question is: how do we find the maximum of the log-likelihood? There are
many ways to do so. One option is to just plug the log-likelihood into an automatic
optimization function of for instance Matlab. For a more efficient process, we could set
up our own gradient ascent method. Though to do that, we would need the derivative of
log(p) with respect to the hyperparameters.

First, let’s define the shorthand P = (
Kmm + Σ̂ fm

)
. We now have

log(p) =−nm

2
log(2π)− 1

2
log |P |− 1

2

(
f̂m −mm

)T
P−1

(
f̂m −mm

)
− log(c). (3.10)

For now, we will ignore hyperparameters effecting mm . So we only consider hyperpa-
rameters affecting P . Let’s consider the derivative with respect to some general hyper-
parameter θi . (We will insert specific hyperparameters afterwards.) Using Theorem A.2
as well as relation (A.9), we can find that

∂ log(p)

∂θi
=−1

2
tr

(
P−1 ∂P

∂θi

)
+ 1

2

(
f̂m −mm

)T
P−1 ∂P

∂θi
P−1

(
f̂m −mm

)
. (3.11)

Next, we will rewrite the above. We start by defining α = P−1
(

f̂m −mm

)
. Then we also

take the trace of the rightmost term. This allows us to cycle the order of multiplication
(see Theorem A.1) so we wind up with

∂ log(p)

∂θi
=−1

2
tr

(
P−1 ∂P

∂θi

)
+ 1

2
tr

(
αT ∂P

∂θi
α

)
(3.12)

= 1

2
tr

((
ααT −P−1) ∂P

∂θi

)
.

Now we just have to find ∂P/∂θi for various hyperparameters. Which hyperparameters
we have does depend on the covariance function that we are using. (The above holds for
any covariance function we might use.) For now, let’s assume we are using the squared
exponential covariance function (2.35). We will look at other covariance functions in
Section 3.2.

We will start with the derivative with respect to σ̂2
fm

, where we assume that the mea-

surement noise has the same strength σ̂2
fm1

= . . . = σ̂2
fmnm

= σ̂2
fm

for each measurement.

Note that we take the derivative with respect to σ̂2
fm

and not with respect to σ̂ fm . The rea-

son is that this will result in slightly easier expressions, though it is also perfectly possible
to take the derivative with respect to σ̂ fm . We now have

∂P

∂σ̂2
fm

= ∂
(
Kmm + Σ̂ fm

)
∂σ̂2

fm

= ∂Σ̂ fm

∂σ̂2
fm

= I . (3.13)
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Note that we have used Σ̂ fm = σ̂2
fm

I . Inserting the above relation into (3.12) will now give

us ∂ log(p)/∂σ̂2
fm

.

Next, we take the derivative with respect to λ2
f . Here we have

∂P

∂λ2
f

= ∂Kmm

∂λ2
f

= ∂k(Xm , Xm)

∂λ2
f

= Kmm

λ2
f

. (3.14)

In the last part, we have used that k(x , x ′) actually linearly depends on λ2
f . As a result,

∂k(x , x ′)/∂λ2
f would equal k(x , x ′)/λ2

f .

The next derivative is the hardest one. We will take the derivative with respect to
λ2

xk
, which is the squared length scale in the direction of input xk . Note that we have

one such derivative for each of the dx input dimensions. We will find these derivatives
element-wise. So,

∂Pi j

∂λ2
xk

=
∂k(xmi , xm j )

∂λ2
xk

= ∂

∂λ2
xk

(
λ2

f exp

(
−1

2

(
xmi −xm j

)T
Λ−1

x

(
xmi −xm j

)))
. (3.15)

Using the chain rule and Theorem A.2, we can find that the above equals

∂Pi j

∂λ2
xk

= k(xmi , xm j )
∂

∂λ2
xk

(
−1

2

(
xmi −xm j

)T
Λ−1

x

(
xmi −xm j

))
(3.16)

= k(xmi , xm j )

(
1

2

(
xmi −xm j

)T
Λ−1

x
∂Λx

∂λ2
xk

Λ−1
x

(
xmi −xm j

))
.

It is important to consider what the derivative ∂Λx /∂λ2
xk

looks like. It is a matrix filled
with zeros, except for a single one, which is on row k and in column k. Keeping this in
mind, we can simplify the above to

∂Pi j

∂λ2
xk

= 1

2
k(xmi , xm j )

(
xk

mi
−xk

m j

λ2
xk

)2

. (3.17)

Note that the term xk
mi

is element k from the vector xmi .
Using all these derivatives, we can apply our favorite gradient ascent algorithm to

optimize the log-likelihood. This then gives us the most likely hyperparameters to rep-
resent our measurement data.

In literature, when we tune the hyperparameters to specifically find λx1 ,λx2 , . . ., it is
also called Automatic Relevance Determination (ARD). The idea here is that the tuned
parameters λx1 ,λx2 , . . . tell us something about the relevance of certain input parame-
ters. If λx1 is very small, then x1 has a very strong affect on the predicted output. A small
variation in x1 can already cause a significant change. However, if λx2 is very big, then
the value of x2 is pretty much irrelevant. As such, the values of λx indicate the relevance
of the corresponding input dimensions.

Finally, there is one more hyperparameter we can tune. Let’s suppose that the mean
function m(x) equals some constant m̄. What value of m̄ maximizes the log-likelihood?
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We will have to start from (3.10) again. It is important to realize that P does not
depend on m̄, but mm does. In fact, we have mm = m̄1, where 1 is a vector filled with
ones. So,

∂ log(p)

∂m̄
= ∂

∂m̄

(
−1

2

(
f̂m −mm

)T
P−1

(
f̂m −mm

))
= 1T P−1

(
f̂m −mm

)
. (3.18)

The special thing here is that we can analytically find the optimal m̄. This optimum
occurs when the above derivative equals zero. So by setting the above to zero, while
substituting mm for m̄1 and solving for m̄, we get

m̄ = 1T P−1 f̂m

1T P−11
. (3.19)

As a result, it is useful to always set m̄ to the above value, every time the other hyperpa-
rameters are adjusted or more measurement data is added. It is even possible to take this
new constant value into account in the expression for the log-likelihood, although that
would go into too much detail. If you are interested, you can read more about tuning m̄
in the thesis of Lizotte (2008), Section 3.1.

An example of the development of the GP prediction, as hyperparameters are tuned,
is shown in Figure 3.2.

Figure 3.2: The mean of the prediction while tuning the hyperparameters. We use the same data as Figure 3.1,

but start with hyperparameters
[
λx ,λ f , σ̂ fm

]
equal to the blatantly incorrect values

[
1
5 ,5,2

]
. We then tune

them using a gradient ascent algorithm. The first few steps are shown, although after ten steps the algorithm
has pretty much found the correct values. The algorithm converged to values of [0.925,0.999,0.201], with m̄ =
−0.57. The corresponding log-likelihood was −13.2.
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3.1.5. USING DIFFERENT HYPER-PRIORS

So far we have assumed that the hyper-prior p(θ) is a constant. Or to be precise, we
have assumed that the prior probability density function fθ(θ) equals a constant. So the
hyperparameters can have every possible value with equal likelihood. But in reality that
does not seem very realistic.

The first reason is that most hyperparameters are length scales, and these length
scales are always positive. So we actually do not have to consider negative values at
all. In addition, when we use our constant hyper-prior, we basically say that the proba-
bility that 0 < θi ≤ 1, for some hyperparameter θi , is just as large as the probability that
1 < θi ≤ 2. This is also doubtful.

It would be more sensible if p(0.1 ≤ θi ≤ 1) would equal p(1 ≤ θi ≤ 10), and identi-
cally for other similar intervals. This comes down to assuming that log(θi ) has a constant
distribution flog(θi )(log(θi )) = γ, or equivalently (see Theorem B.8) that θi has the PDF

fθi
(θi ) = 1

θi
flog(θi )(log(θi )) = 1

θi
γ, (3.20)

with γ an infinitesimally small constant. So the PDF of θi is proportional to 1/θi . This
is for a single hyperparameter. Combining this for all hyperparameters will result in the
hyper-prior

p(θ) = γnθ
nθ∏

i=1

1

θi
, (3.21)

where nθ is the number of hyperparameters we need to choose.
To implement this hyper-prior, we should redo all the steps we did previously, calcu-

lating the log-likelihood log(p). Similarly to (3.10), we now get

log(p) =−nm

2
log(2π)− 1

2
log |P |− 1

2

(
f̂m −mm

)T
P−1

(
f̂m −mm

)
(3.22)

+nθ log(γ)−
nθ∑

i=1
log(θi )+ log(c).

So the main thing our new hyper-prior does is discount high values of θi , while making
low values of θi more likely. The derivative of the above is, identically to (3.12),

∂ log(p)

∂θi
= 1

2
tr

((
ααT −P−1) ∂P

∂θi

)
− 1

θi
. (3.23)

The only difference is the −1/θi term at the end. This term makes the derivative smaller,
which again makes lower values of θi more likely than higher values.

In general, the changes are not spectacular. The hyperparameters will turn out to
be somewhat smaller than earlier, but that’s pretty much it. This hyper-prior does show,
however, that there are different options when selecting the hyper-prior.

Next to this hyper-prior that we have examined, there are of course also more specific
hyper-priors you can use, if you really have prior knowledge about θ. That is too detailed
for this explanation though, so I will leave that for you to explore on your own.
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3.2. OTHER COVARIANCE FUNCTIONS AND TUNING METHODS

So far we have only examined the squared exponential covariance function (2.35). This
covariance function is useful for smooth functions in general. But what do we do when
the function we want to approximate is not smooth and for example has jumps? Or when
we know more about the structure of our function other than just that it is smooth? Then
we can also use different covariance functions, and that’s what we will look at in this
section.

We will start this section with some basic covariance functions (Section 3.2.1). Then
we continue by looking in-depth at the covariance function for linear functions (Sec-
tion 3.2.2). Once we know a sufficient number of these basic covariance functions, we
look at how we can make a trade-off between covariance functions (Section 3.2.3) and/or
combine covariance functions to make a better covariance function (Section 3.2.4).

3.2.1. DIFFERENT KINDS OF COVARIANCE FUNCTIONS

Suppose that we have a piecewise smooth function f (x). (See Figure 3.3 for examples.)
To be precise, there are certain regions D1,D2, . . . dividing the input space of x . As long
as the input x stays within the same region Di , the function f (x) is smooth, but when x
moves to a different region, a jump in the function value f (x) can occur. How would we
approximate such a function?

The key realization here is that, when two inputs x and x ′ are in the same region Di ,
then their values will be similar, especially if they are close together. But when x and x ′
are in different regions, then their values are not linked at all. Their covariance is zero.
We can hence use the piecewise smooth covariance function

kps(x , x ′) =
{
λ2

f exp
(
− 1

2

(
x −x ′)T

Λ−1
(
x −x ′)) if x ∈Di and x ′ ∈Di for some Di ,

0 otherwise.
(3.24)

Example functions that result from such a covariance function are shown in Figure 3.3.
The boundaries between the regions here can either be known in advance, or tuned us-
ing the techniques from Section 3.1. Although if you want to do the latter, you will have
to derive the hyperparameter derivatives yourself.

Next, let’s consider a very different problem. Suppose that we want to approximate
a smooth and periodic function f (x), with known period p. This knowledge that the
function is periodic is very useful. It can prevent us from having to do too many mea-
surements. So how can we take it into account?

The obvious but incorrect way to do so, would be to shift the input points xm of all
measurements f̂m to the interval [0, p] and then apply GP regression on this interval. The
reason why this is incorrect, is because we do not take into account that f (0) = f (p), nor
that the function values f (0.01) and f (p−0.01) are also quite strongly linked (though not
exactly equal).

The correct way is to set up a covariance function that not only links (correlates) f (x)
with its own nearby values, but also with nearby values of f (x + p), f (x + 2p), and so
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Figure 3.3: A Gaussian process with a piecewise smooth covariance function. Input points satisfying x < −1
are not correlated with points satisfying −1 ≤ x < 1, which again are not correlated with points satisfying 1 ≤ x.
On the left is the prior distribution, with three sample functions taken from it. These samples tell us which
kind of functions the covariance function can approximate. On the right some measurement data has been
added, and again three sample functions are shown. These samples all correspond to some degree with the
given data.

forth. A covariance function that does this is

kper(x, x ′) =λ2
f exp

−2sin
(
π x−x′

p

)2

λ2
x

 . (3.25)

Of course the parameter p can also be tuned, like the other hyperparameters, although
we should be careful not to find 2p, 3p or 4p or so, instead of p itself. An example in
which this covariance function is applied is shown in Figure 3.4.

There are many more covariance functions available in literature. Discussing all of
them in detail is a whole subject of its own, which is not directly relevant to us now.
For further information, you can consult the book of Rasmussen and Williams (2006)
(Chapter 4). Although there is one covariance function that I still want to look at.

3.2.2. THE COVARIANCE FUNCTION FOR LINEAR FUNCTIONS

Let’s suppose that we want to approximate a linear function f (x) = w T x (or equiva-
lently f (x) = xT w ). The weight vector w is unknown, and hence we will treat it as a
random variable w with prior distribution w ∼N (0,Kw ). What kind of covariance func-
tion should we use now?

THE LINEAR MEAN AND COVARIANCE FUNCTION

In this special case, we can calculate the prior mean and covariance function. We have

mlin(x) =E[
f (x)

]=E[
w T x

]=E[
w T ]

x = 0T x = 0, (3.26)

klin(x , x ′) =E[(
f (x)−E[

f (x)
])(

f (x ′)−E[
f (x ′)

])]=E[
xT w w T x ′]= xT Kw x ′. (3.27)

These are the mean and covariance function for approximating linear functions. We
often call this covariance function the linear covariance function. This does not mean
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Figure 3.4: A Gaussian process with a smooth periodic covariance function. The period is set to p = 4. On the
left is the prior distribution, with three samples. On the right is the posterior distribution after a few measure-
ments have been performed. It is interesting to see that the rule ‘the further away you are from a measurement
point, the bigger the uncertainty becomes’ now does not hold.

that the covariance function itself is linear (it is certainly not) but that it is the covariance
function used for approximating linear functions.

If we would now have a measurement set Xm with corresponding noisy measure-
ments f̂m , as well as a trial set X∗, then the posterior distribution of f ∗ would become,

according to (2.30),

f ∗ ∼N
(
µ∗,Σ∗∗

)
, (3.28)

Σ∗∗ = K∗∗−K∗m
(
Kmm + Σ̂ fm

)−1
Km∗ = X T

∗ Kw X∗−X T
∗ Kw Xm

(
X T

mKw Xm + Σ̂ fm

)−1
X T

mKw X∗,

µ∗ = K∗m
(
Kmm + Σ̂ fm

)−1
f̂m = X T

∗ Kw Xm
(
X T

mKw Xm + Σ̂ fm

)−1
f̂m .

An example of such an approximation is shown in Figure 3.5 (left).

PREDICTING THE WEIGHTS w
It may also be interesting to know what the posterior distribution of the weights w is.
This requires more mathematics, but according to Theorem B.27 the result will be

w ∼N
(
µw ,Σw

)=N

((
XmΣ̂

−1
fm

X T
m +K −1

w

)−1
XmΣ̂

−1
fm

f̂m ,
(

XmΣ̂
−1
fm

X T
m +K −1

w

)−1
)

. (3.29)

Knowing this, we can also find the posterior distribution of f ∗ by using f ∗ = X T∗ w . It

follows (applying Theorem B.3) that

f ∗ ∼N
(
µ∗,Σ∗∗

)
, (3.30)

Σ∗∗ = X T
∗ Σw X∗ = X T

∗
(

XmΣ̂
−1
fm

X T
m +K −1

w

)−1
X∗,

µ∗ = X T
∗ µw = X T

∗
(

XmΣ̂
−1
fm

X T
m +K −1

w

)−1
XmΣ̂

−1
fm

f̂m .

These expressions are actually the same expressions as when we would have used a
weighted least-squares algorithm, with Σ̂−1

fm
as the weight matrix (where more accurate
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Figure 3.5: A Gaussian process with a linear covariance function. Three sample functions have been plotted
from the posterior GP as well. To generate measurements, we used w = 0.8, σ̂ fm = 1 and no offset b. To
approximate this, we used Kw = 1. For the right figure, we added a possible offset to the algorithm as well
(even though there isn’t one) with kb = 4. The posterior distribution of w was w ∼ N

(−0.84,0.122)
(left) and

w ∼ N
(−0.81,0.122)

(right) while the posterior distribution of b was b ∼ N
(
0.68,0.322)

(right). With more
measurements, the means of these distributions will become closer to the true value, while the variances will
decrease.

measurements result in higher weights) and K −1
w as regularization term (where regular-

ization comes down to taking into account prior knowledge). So by using GP regression
with the linear covariance function, we are actually applying the least-squares method,
except that we now intuitively understand what the weight matrix and the regularization
matrix stand for.

At this point you may be comparing (3.30) with (3.28). They look like very different
expressions, but mathematically they are equivalent. It is possible to rewrite one set
into the other using the matrix inversion lemma (Theorem A.7). When there are more
measurements than weights (in practice pretty much always) it is computationally more
efficient to use (3.30) though, because the resulting matrix that needs to be inverted will
be smaller.

ADDING AN OFFSET TO THE FUNCTION

There is one minor limitation to our method. The linear function f (x) = w T x is a func-
tion that always passes through the origin. To get any possible linear function, we can
add an offset or bias b ∼N (mb ,k2

b), resulting in the function f (x) = w T x +b. Assuming
that this offset is independent from the weights, we can now find that

mlin(x) =E[
w T x +b

]= mb , (3.31)

klin(x , x ′) =E[(
f (x)−E[

f (x)
])(

f (x ′)−E[
f (x ′)

])]
(3.32)

=E[(
w T x +b −mb

)(
w T x ′+b −mb

)]
=E[

xT w w T x ′+ (b −mb)2]
= xT Kw x ′+k2

b .
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Although in practice it is often easier to consider the offset b as an extra weight. We
then replace the weight vector w by [w T b]T and every single input vector x by [xT 1]T .
Similarly, k2

b will be appended to the diagonal of Kw . When we apply this, we also get
an estimate for the offset of the function we are approximating. For an example, see
Figure 3.5 (right).

FUNCTIONS THAT ARE LINEAR IN FEATURES

Another way to extend this scheme, is by applying a so-called feature function φ(x).
This is a known function that turns the dx -dimensional input vector x into a new dφ-
dimensional feature vector φ(x). The question now is ‘How can we approximate a func-
tion f (x) = w Tφ(x)+b that is linear in the features?’

This actually goes in exactly the same way. The mean and covariance function that
we now wind up with equal

mlin(x) = mb , (3.33)

klin(x , x ′) =φT (x)Kwφ(x ′)+k2
b . (3.34)

It does not matter here whether the feature function φ is linear or nonlinear. It only
matters that f (x) is linear in the features.

If we want to apply this in our regression equations, we cannot use Xm anymore
though. Instead, just like we have replaced x by φ(x) in the covariance function, we
should also replace Xm by Φm ≡φ(Xm) and X∗ by Φ∗ ≡φ(X∗). If we do, then all equa-
tions still work as normal and we can apply GP regression with feature functions. An
example of this at work is shown in Figure 3.6.

3.2.3. TRADING OFF COVARIANCE FUNCTIONS
By now we know of various different covariance functions. Which one should we pick for
our data? We can choose that manually. For instance, if we know our data is periodic, we
can take a periodic covariance function. But it can also be calculated which covariance
function is most likely to represent the data.

To do this, we should see our choice of covariance function as just another (discrete)
hyperparameter. So identically to (3.2), we now have

p(k,θ| f̂m , Xm) = p( f̂m |k,θ, Xm)p(k,θ|Xm)

p( f̂m |Xm)
, (3.35)

where k denotes the covariance function that we will use. The likelihood p( f̂m |k,θ, Xm)
is known and the marginal likelihood p( f̂m |Xm) is a constant with respect to k. The prior
p(k,θ|Xm) can still be split up further though. We can write this as

p(k,θ|Xm) = p(k,θ) = p(θ|k)p(k), (3.36)

where p(k) is the prior distribution of covariance functions. It is where we can indicate in
advance which covariance function is more likely. Given this covariance function, p(θ|k)
is the prior distribution of the hyperparameters specific to that covariance function.
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Figure 3.6: Feature GP regression applied to a sinusoid with a known period p = 1 but with an unknown am-

plitude, phase and mean. Measurement data was taken from f (x) = 1+2sin
(
2π

(
x − 1

4

))
with noise of stan-

dard deviation σ̂ fm = 1. As feature functions, we used φ1(x) = sin(2πx), φ2(x) = cos(2πx) and φ3(x) = 1. By
adding up linear combinations of these feature functions, any sinusoid with the same period can be obtained.
(To see how this works, take a look at Theorem A.40.) After the regression, the weight posteriors were w1 ∼
N

(
0.61,0.452)

(for our function, ideally
p

2), w2 ∼ N
(−1.81,0.442)

(ideally −p2) and w3 ∼ N
(
0.79,0.322)

(ideally 1). This corresponds to an amplitude of A = 1.91 (ideally 2) and a phase of −0.40π (ideally − 1
2π).
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Figure 3.7: Prior distribution and samples of a Gaussian processes resulting from two added covariance func-
tions. The left figure is a periodic covariance function (λx =λ f = 1, p = 4) added to a linear covariance function

(Σw = 1
42 ). The right figure is a quickly varying periodic covariance function (λx = λ f = 1

2 , p = 1) added to a

slowly varying SE covariance function (λx = 5,λ f = 2).

How do we proceed? Ideally, when making predictions, we take into account all pos-
sible covariance functions, just like in (3.7) we took into account all possible hyperpa-
rameters. So if we sum over all possible covariance functions k, we get

p( f ∗| f̂m , Xm) =∑
k

∫
Θ

p( f ∗|k,θ, f̂m , Xm)p(k,θ| f̂m , Xm)dθ. (3.37)

However, just like (3.7), this integral cannot be solved analytically. So we either have to
resort to numerical methods again, or instead go for the maximum likelihood approach.
That is, we find the combination of k and θ that maximizes p(k,θ| f̂m , Xm) and only use
those. In practice, because of the difficulty of setting up the numerical methods in a
computationally efficient way, this last approach is the preferred method. Although, just
like we noted at the end of Section 3.1.3, the maximum likelihood method has a small
risk of overfitting.

3.2.4. COMBINING COVARIANCE FUNCTIONS
Suppose that we have a function f (x) = f1(x)+ f2(x), where f1(x) is a linear function and
f2(x) is a periodic function. We know which covariance functions to use for both f1(x)
and f2(x). So which covariance function should we take for f (x)?

The answer here is that we can also add up the covariance functions. To be precise, if
f1(x) is a GP with mean m1(x) and covariance function k1(x , x ′) and similarly for f2(x),
and if the two GPs are independent, then f (x) is a GP with mean and covariance function

m(x) = m1(x)+m2(x), (3.38)

k(x , x ′) = k1(x , x ′)+k2(x , x ′). (3.39)

A few applications of this method are shown in Figure 3.7, where you can see the result-
ing GPs.
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Figure 3.8: Prior distribution and samples of a Gaussian processes resulting from two multiplied covariance
functions. The left figure is a periodic covariance function (λx =λ f = 1, p = 4) multiplied by a linear covariance

function (Σw = 1
42 ). This results in a periodic function with linearly varying amplitude. The right figure is a

quickly varying periodic covariance function (λx =λ f = 1
2 , p = 1) multiplied by a slowly varying SE covariance

function (λx = 5,λ f = 2). This results in a periodic function where the exact variations during a period slowly
change.

Can we apply the same trick for a function f (x) = f1(x) f2(x)? Sadly, the answer here is
no. The product of two Gaussian processes is generally not a Gaussian process. We can,
however, approximate it as a Gaussian process. That is, pretend the outcome is a Gaus-
sian process that just happens to have the same mean and covariance for each point.
(This idea is called moment matching. For more details on it, see Section 5.1.2.) When
we do, all the while assuming the Gaussian processes f

1
(x) and f

2
(x) are independent,

we find that the mean equals

m(x) =E
[

f (x)
]
=E

[
f

1
(x) f

2
(x)

]
=E

[
f

1
(x)

]
E

[
f

2
(x)

]
= m1(x)m2(x). (3.40)

The covariance can be found with the same method, albeit with more bookkeeping. If
we quickly walk through the derivation, occasionally skipping a step or two, we find that

k(x , x ′) =E
[(

f
1

(x) f
2

(x)−m1(x)m2(x)
)(

f
1

(x ′) f
2

(x ′)−m1(x ′)m2(x ′)
)]

(3.41)

=E
[

f
1

(x) f
1

(x ′)
]
E

[
f

2
(x) f

2
(x ′)

]
−m1(x)m1(x ′)m2(x)m2(x ′)

= (
k1(x , x ′)+m1(x)m1(x ′)

)(
k2(x , x ′)+m2(x)m2(x ′)

)−m1(x)m1(x ′)m2(x)m2(x ′)
= k1(x , x ′)k2(x , x ′)+k1(x , x ′)m2(x)m2(x ′)+k2(x , x ′)m1(x)m1(x ′).

Often, when m1(x) = m2(x) = 0, we can hence just use k(x , x ′) = k1(x , x ′)k2(x , x ′). An
example of an application of this, for different combinations of covariance functions, is
shown in Figure 3.8.

The nice thing is that, by combining various ‘basic’ covariance functions like the lin-
ear covariance function, the periodic covariance function and such, we can create all
sorts of more complicated covariance functions. So if we know that the function f (x) we
are approximating has some kind of structure, we can take it into account.
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The next question is: can we also automatically detect when our function f (x) is a
sum or product of these basic covariance functions? Interestingly enough this is possi-
ble, but it is not very easy. The key is to efficiently try combinations of basic covariance
functions and then see if the new combined covariance function happens to be more
likely than its predecessor. The exact search strategy is a bit too complicated to discuss
here, but you can read more about it in the work of Duvenaud et al. (2013).

3.3. APPLYING GP REGRESSION TO LINEAR RELATIONS
So far we have assumed that, through our measurements, we directly measure certain
function values f (xm). But what if, instead, we would measure linear relations between
function values? For instance, what if we measure that 2

3 f (xm1 )+ 1
3 f (xm2 ) equals some

value c? That is the question we will answer in this section.
We start by looking at how we can take into account measurements of linear relations

of function values (Section 3.3.1) and then look at how we can make predictions using
these measurements (Section 3.3.2). We also check how we can still apply hyperparame-
ter tuning (Section 3.3.3) and finally look at a possible practical use of the new technique
(Section 3.3.4).

3.3.1. MEASURING LINEAR RELATIONS OF FUNCTION VALUES
Suppose that we have a set of measurement points Xm . The corresponding function
values are denoted by fm = f (Xm), as usual, and have f

m
∼ N (mm ,Kmm) as prior dis-

tribution.
Next, suppose that measurements have told us that M f

m
= ĉ for some nc ×nm ma-

trix M . Here, the measurement ĉ can also be distorted by measurement noise, turning
it into a random variable ĉ ∼ N

(
µ̂c , Σ̂c

)
. The question now is ‘What is the posterior

distribution of f
m

?’

The idea behind solving this problem is explained by Theorem B.24, while the actual
solution is given by Theorem B.25. The result is

f
m
∼N

(
µm ,Σm

)
, (3.42)

Σm = Kmm −Kmm M T (
MKmm M T + Σ̂c

)−1
MKmm ,

µm = mm +Kmm M T (
MKmm M T + Σ̂c

)−1 (
µ̂c −Mmm

)
.

This expansion of GP regression we are now examining is called constrained Gaussian
process regression. The reason is that we do not measure fm fully, but our measurements
only constrain it to be in a certain subspace of the full nm-dimensional vector space. In
fact, every row of M is called a constraint. As such, we have nc constraints.

3.3.2. APPLYING CONSTRAINED GAUSSIAN PROCESS REGRESSION
The next question we should ask ourselves is ‘How can we make predictions?’ Mathe-
matically, this comes down to joining f

m
together with the trial function values f ∗ into

a joint vector f . When we do this, we should also replace M by
[
M 0

]
. The actual

mathematics are explained in Theorem B.26, but the outcome will be the constrained GP
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regression equation[
f

m
f ∗

]
∼N

([
fm

f∗

]∣∣∣∣[µm

µ∗

]
,

[
Σmm Σm∗
Σ∗m Σ∗∗

])
, (3.43)[

Σmm Σm∗
Σ∗m Σ∗∗

]
=

[
Kmm Km∗
K∗m K∗∗

]
−

[
Kmm

K∗m

]
M T (

MKmm M T + Σ̂c
)−1

M
[
Kmm Km∗

]
,[

µm

µ∗

]
=

[
mm

m∗

]
+

[
Kmm

K∗m

]
M T (

MKmm M T + Σ̂c
)−1 (

µ̂c −Mmm
)

.

It is interesting to note that, when M = I and ĉ = f̂
m

, then the above reduces (after a

little bit of rewriting) back to the default GP regression equation (2.30). So this is actually
a generalization of GP regression.

It is worthwhile to think about the runtime of this algorithm. We will look more into
the runtime of algorithms in Section 4.1, but for now it is enough to know that the bottle-
neck is the size of the matrix (MKmm M T +Σ̂c ) we invert. Because M is an nc ×nm matrix,
the resulting matrix has size nc ×nc . Since often nc < nm , this is actually beneficial. The
runtime does not significantly depend on how many measurement points are in Xm , but
on how many constraints we have in M . The more constraints there are, the more data
we add to our Gaussian process, but also the slower our regression algorithm becomes.
Although if we do get nc > nm , then it is also possible to rewrite the regression equations
through the matrix inversion lemma (Theorem A.7) to turn nm into the bottleneck.

3.3.3. HYPERPARAMETER TUNING FOR CONSTRAINED GP REGRESSION
In this constrained GP regression problem, is it still possible to tune hyperparameter?
The answer here is yes, although we need to adjust our equations a bit.

The key here is to realize that our measurements have told us that M f
m

= ĉ , so we

need to determine the likelihood that this happened. To do so, we define the adjusted
distribution

f ′
m
= M f

m
∼N

(
Mm(Xm), Mk(Xm , Xm)M T )

. (3.44)

When tuning the hyperparameters, we need to use the likelihood that f ′
m

equals ĉ ∼
N

(
µ̂c , Σ̂c

)
. Identically to (3.9), we then wind up with

log(p) =−nm

2
log(2π)− 1

2
log |MKmm M T + Σ̂c | (3.45)

− 1

2

(
µ̂c −Mmm

)T (
MKmm M T + Σ̂c

)−1 (
µ̂c −Mmm

)+ log(c).

If we now redefine P = MKmm M T + Σ̂c and α = P−1
(
µ̂c −Mmm

)
, then the tuning of all

the hyperparameters can be done nearly identically to what we did in Section 3.1.4. That
is, we still have (3.12), which told us that

∂ log(p)

∂θi
= 1

2
tr

((
ααT −P−1) ∂P

∂θi

)
. (3.46)

We can use this to tune the hyperparameters of any covariance function. We will again
focus on the SE covariance function though. The derivative of P with respect to σ̂2

c , which
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is the noise variance of a single element of ĉ , now still equals (see (3.13))

∂P

∂σ̂c
= I . (3.47)

The derivative of P with respect to λ2
f is slightly different from (3.14). It now equals

∂P

∂λ2
f

= MKmm M T

λ2
f

. (3.48)

To find the derivative with respect to λ2
xk

, we need to take two steps. First we should find

the derivative ∂Kmm/∂λ2
xk

. We do this element-wise. Identically to (3.17), we get

∂k(xmi , xm j )

∂λ2
xk

= 1

2
k(xmi , xm j )

(
xk

mi
−xk

m j

λ2
xk

)2

. (3.49)

It now directly follows that
∂P

∂λ2
xk

= M
∂Kmm

λ2
xk

M T . (3.50)

Finally, similarly to (3.19), we get

m̄ = 1T M T P−1µ̂c

1T M T P−1M1
. (3.51)

This allows us to still tune the hyperparameters when using constrained GP regression.

3.3.4. A PRACTICAL USE OF CONSTRAINED GP REGRESSION
There are many practical uses for constrained GP regression. We will outline one of them
here.

Consider we have a system subject to

ẋ(t ) = f (x(t ),u(t )), (3.52)

with x(t ) the state and u(t ) the input. To control this system, we can use a parameterized
control law u(t ) = C (x(t ),θc ), where θc is a set of controller parameters that we need to
choose. The question now is: which set of controller parameters is optimal?

To answer that question, we first need a quality criterion. We assume that the instan-
taneous reward of the system, for being in a state x and applying an input u, is given
by the reward function r (x ,u). We now want to maximize the sum of the rewards. In
particular, we want to maximize the value

V =
∫ ∞

0 γt r (x(t ),u(t ))d t∫ ∞
0 γt d t

. (3.53)

The parameter γ makes sure rewards in the future are weighed differently than rewards
right now. In many reinforcement learning applications (see for instance Sutton and
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Barto (1998), Bertsekas and Tsitsiklis (1996)) we have 0 < γ < 1, and γ is then called the
discount factor. For other applications, having γ> 1 could also be useful, although then
it is often wise to cut the denominator from (3.53). (More on this can be found in Ap-
pendix C.2.4.) We now assume that γ< 1 and have the denominator in the above expres-
sion present for normalization purposes. It makes sure that the scale of V does not vary
when we change γ. As a result, V can now be seen as a ‘weighted mean reward’ over the
infinitely long time period.

Let’s take a closer look at (3.53). What does V depend on? Naturally, it depends on
the initial state x0, but it also depends on the control law that we use. Or to be precise,
on the controller parameters θc . This means that the value function V (x0,θc ) satisfies

V (x0,θc ) =− log(γ)
∫ ∞

0
γt r (x(t ),C (x(t ),θc )d t . (3.54)

Note that we have also solved the integral in the denominator, causing the log(γ) factor.
The next question is ‘How do we find or approximate this value function?’

If we do not know the system, we will have to do experiments. One thing that we can
do is to put the system in a certain initial state x0, apply controller parameters θc and
let the simulation run until t →∞, or at least until either γt or x(t ) becomes negligibly
small. This gives us a measurement of V (x0,θc ). If we do enough of such experiments,
we can approximate the value function.

In reality running such long simulations is undesirable, especially when γ is close to
1 or even larger than 1. Instead, we could also run a shorter simulation, up to time T ,
and then note that

V (x0,θc ) =− log(γ)
∫ T

0
γt r (x(t ),u(t ))d t − log(γ)

∫ ∞

T
γt r (x(t ),u(t ))d t (3.55)

=− log(γ)
∫ T

0
γt r (x(t ),u(t ))d t − log(γ)γT

∫ ∞

0
γt r (x(t +T ),u(t +T ))d t

=− log(γ)
∫ T

0
γt r (x(t ),u(t ))d t +γT V (x(T ),θ).

Note that γT is not the transpose of the scalar γ, but actually denotes γ to the power of T .
The above now gives us a recursive relation for the value function, expressing one value
into another value. But what can we do with it?

During our experiment, we could of course keep track of the value of the integral.
In fact, it is more convenient, for reasons we will see later, to instead keep track of the
weighted mean reward r̄ during the time interval, defined as

r̄ ≡
∫ T

0 γt r (x(t ),u(t ))d t∫ T
0 γt d t

= − log(γ)

1−γT

∫ T

0
γt r (x(t ),u(t ))d t . (3.56)

Using this quantity, we now have

V (x0,θc ) = (1−γT )r̄ +γT V (x(T ),θc ). (3.57)

You may have realized that this expression is very similar to the Bellman equation ap-
plied in reinforcement learning. We will use it when applying GP regression.
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The idea is that we do nm measurements. During the first measurement we start in

an initial state x i
1, apply controller parameters θc1 and end in a final state x f

1 . During the
experiment time T1, we have obtained a weighted mean reward r̄1, and as a result

V (x i
1,θc1 ) = (1−γT1 )r̄ +γT1V (x f

1 ,θc1 ). (3.58)

For each subsequent measurement we get a similar relationship. The result is that we
get a set of equations

1 −γT1 0 0 · · ·
0 0 1 −γT2 · · ·
...

...
...

...
. . .




V (x i
1,θ1)

V (x f
1 ,θ1)

V (x i
2,θ2)

V (x f
2 ,θ2)
...

=

(1−γT1 )r̄1

(1−γT2 )r̄2
...

 . (3.59)

This is something that we can put into our GP framework. In fact, we can write the above
as

M f
m
= ĉ , (3.60)

with M and ĉ defined accordingly. At the same time, the first measurement input xm1

consists of x i
1 and θc1 , the second measurement input xm2 consists of x f

1 and θc1 , the
third measurement input xm3 consists of x i

2 and θc2 , and so on.
With this set of measurements, and with the constrained GP regression equation (3.43),

we can subsequently make predictions of the value function. Later on in Section 3.5 we
will see an application of this, proving that the method actually works.

3.4. LINEARIZED MODELING OF THE PITCH-PLUNGE SYSTEM
It is time to apply the things we have learned in this chapter. In this first application
section we will revisit our experiments from Section 2.6, identifying a pitch-plunge sys-
tem. We start by linearizing this system (Section 3.4.1) and subsequently we apply the
linear covariance function to identify this system (Section 3.4.2). Finally we look at what
happens when we apply the same methods to the nonlinear system (Section 3.4.3).

3.4.1. THE LINEARIZED DISCRETE EQUATIONS OF MOTION
Let’s revisit the equations of motion of the pitch-plunge system derived in Section 2.6.2.
If these equations were linear, we could approximate them using a linear covariance
function. But are they?

To figure out the details behind this, we rewrite (2.61) to state-space form. This gives
us [

ẋ
ẍ

]
=

[
0 I

−M−1
(
K (x)+U 2D

) −M−1 (C +U E)

][
x
ẋ

]
+

[
0

M−1U 2F

]
β. (3.61)

We can write this as ˙̃x = Ã(x̃)x̃ + B̃β. In the special case that our nonlinear spring kα(α)
is a linear spring, then Ã(x̃) equals a constant Ã and our system will indeed be linear. In
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this case we can also easily turn it into a discrete-time system through

x̃k+1 = e Ã∆t x̃k +
∫ ∆t

0
e Ã(∆t−s)B̃β(s)d s. (3.62)

If we additionally assume that β(t ) equals some constant βk during the duration of the
(small) time step ∆t , this can be reduced to

x̃k+1 = e Ã∆t x̃k +
(
e Ã∆t − I

)
Ã−1B̃βk = Ad x̃k +Bdβk . (3.63)

Here we have defined the discrete-time matrices Ad and Bd as shown above. In the limit

of ∆t → 0 we could even reduce
(
e Ã∆t − I

)
to Ã∆t , causing Bd to equal B̃∆t , but usually

our time step is not that small.
Still, the above tells us something very interesting. The expression for xk+1 equals the

top two rows of this four-dimensional matrix equation, which means that xk+1 linearly
depends on xk , ẋk and βk . At least, as long as all matrices remain constant. So if we
consider the linear system (keeping kα constant) with a constant wind speed U , then
the discretized state transition function (2.62) is a linear function! And that is something
we can approximate using a linear covariance function.

3.4.2. APPLYING THE LINEAR COVARIANCE FUNCTION
The idea is that we will approximate Ad and Bd from (3.63) with an identical experi-
ment as was done in Section 2.6.4. That is, we randomly choose xk , ẋk and βk from a
prespecified interval. Together, these parameters constitute the input for our regression
algorithm. We then run a simulation for ∆t = 0.1s, measure the new values of xk+1 and
ẋk+1, and use these as measured outputs for our regression algorithm.

The function we are approximating now has dx = 5 inputs and dy = 4 outputs. This
means we need to apply the GP regression algorithm dy separate times, once for each
output. For each of these times, we need to set up the covariance function and properly
choose the scaling parameters.

To do so, we first define length scales. Here we choose λh = 0.005m, λα = 0.06rad,
λḣ = 0.05m/s, λα̇ = 1rad/s and λβ = 0.5rad. Next, we will apply GP regression to predict
hk+1. We know that hk+1 can be written as

hk+1 = wh/hhk +wh/ααk +wh/ḣ ḣk +wh/α̇α̇k +wh/ββk , (3.64)

with the w-parameters being the weights within w . Based on this, we could say that,
a priori, the standard deviation of wh/h equals λh/λh , the standard deviation of wh/α

equals λh/λα, and so on. As a result, we have as prior weight matrix, when predicting h,

K h
w = w̄2diag

(
λ2

h

λ2
h

,
λ2

h

λ2
α

,
λ2

h

λ2
ḣ

,
λ2

h

λ2
α̇

,
λ2

h

λ2
β

)
, (3.65)

where diag(a,b,c, . . .) denotes the diagonal matrix with a,b,c, . . . along its diagonal. Also,
w̄ is a scaling constant we can choose, depending on how much variation we expect.
I often use w̄ = 2. If we now also appropriately pick a noise matrix Σ̂h

fm
, then we can
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Figure 3.9: The prediction of the next state of the linearized pitch-plunge system, based on the current state. A
linear covariance function was used. For the training data, all initial state and input parameters (h, α, ḣ, α̇ and
β) were set to random values. For the tests resulting in the above plots, ḣ, α̇ and β were set to zero. The time
step used is ∆t = 0.1s and the number of measurements used is nm = 30. The flat plane now is the prediction,
where the 95% interval appears not to be shown because it is simply too small. The curved plane is the mean
prediction of the nonlinear pitch-plunge system of Figure 2.14, present only as comparison. From the plots we
can see that the linear system is indeed a linearized version of the nonlinear system, where the linearization
was done around the origin. This confirms what we already knew.

apply (3.29) to estimate the top row of Ad and Bd . Doing the same for the other output
parameters will also give us the other rows of Ad and Bd .

In it essence, this whole method comes down to applying least-squares regression.
And when there is little measurement noise, this is of course a highly efficient and ac-
curate algorithm. If we only use a few measurements, our predictions of Ad and Bd are
already almost exactly equal to the analytical values of Ad and Bd . The resulting plots
are shown in Figure 3.9.

3.4.3. SWITCHING TO THE NONLINEAR SYSTEM
We now know how to approximate a linear system. It gets more interesting when we
apply the same methods to the nonlinear system. The algorithm now still tries to ap-
proximate the system as a linear system, which of course is not really possible anymore.
The resulting outcome is shown in Figure 3.10.

When looking at Figure 3.10, we can get an idea. What if we approximate the differ-
ence between the measurements and the shown linear model by a Gaussian process with
a squared exponential covariance function? Will that give a more accurate estimate?

This approach is a bit circuitous though. A more simple way to do nearly the exact
same thing would be to use a combined covariance function: we add up the squared
exponential covariance function to the linear covariance function we are already using.
Then we apply GP regression using this covariance function. The outcome is now shown
in Figure 3.11.

If you have a good memory, you may notice that this is almost exactly the same plot
as Figure 2.15, where we only used the SE covariance function. So adding the linear
covariance function here did not do much.

The reason for this is that the SE covariance function is already very well capable of
approximating the function. In fact, the curved function that we are trying to approxi-
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Figure 3.10: The prediction of the next state of the nonlinear pitch-plunge system, based on the current state.
The set-up is exactly the same as that of Figure 3.9, except that now the nonlinear model is used. In this case
the linear model resulting from the GP regression can be seen as an ‘average plane’ of the nonlinear model. In
fact, because we use a linear covariance function, the GP regression algorithm ‘believes’ that the function it is
approximating must be linear. As such, it explains any nonlinear discrepancy as noise, resulting in an overly
certain estimate.

Figure 3.11: The prediction of the next state of the nonlinear pitch-plunge system, based on the current state.
The set-up is exactly the same as that of Figure 3.10, except that now a linear plus squared exponential covari-
ance function is used. The fact that this figure is nearly identical to Figure 2.15 shows that, for this particular
problem, adding the linear covariance function is not really necessary.
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mate looks like it could even have been generated by an SE covariance function. As such,
adding the linear covariance function here is pointless. If we would have a function that
is highly linear, with a few small deviations, then using a linear plus SE covariance func-
tion would be useful. But for our problem the SE covariance function suffices.

3.5. APPROXIMATING A QUADRATIC VALUE FUNCTION
The previous section identified the dynamics of the pitch-plunge system of Section 2.6.
In this section we will look into adding a controller and tuning it by optimizing a quadratic
value function.

We start by putting the pitch-plunge system into an LQG set-up (Section 3.5.1). Be-
fore adding a controller to this problem, we first approximate the value function of this
problem, both without noise (Section 3.5.2) and with noise (Section 3.5.3). Afterwards,
we add a controller and tune it by optimizing the value function (Section 3.5.4). Finally
we look at a few extensions we could possibly still add to the scheme (Section 3.5.5).

3.5.1. THE LQG PROBLEM SET-UP
Let’s consider the pitch-plunge system of Section 2.6. We want to add a controller to
this system. To know which controllers work well and which ones do not, we need a
criterion to optimize: a value function. The method that we will use is the one described
in Section 3.3.4.

To be able to check our results, we want to be able to analytically calculate the out-
come that we are supposed to get. As such we will start with a familiar set-up: we will use
LQG control. The ‘L’ in LQG control stands for ‘Linear’. That is, we will use the linearized
system, as well as a control law that is linear in the state x̃ . So,

β(t ) =C (x̃(t ),θc ) =−F̃ x̃ =−Fhh(t )−Fαα(t )−Fḣ ḣ(t )−Fα̇α̇(t ). (3.66)

In this expression, θc is the set of controller parameters that we want to tune. It hence
consists of Fh , Fα, Fḣ and Fα̇. Together, these parameters make up the feedback matrix
F̃ . Also note that we write the full state as x̃(t ), so as not to confuse it with the state x(t )
from (2.61) that only contains h and α. By using the above control law, we can reduce
the state-space form (3.61) of the system to

˙̃x(t ) = (
Ã− B̃ F̃

)
x̃(t ). (3.67)

Another important part within the LQG control paradigm is the quadratic cost func-
tion, or inversely the quadratic value function. To obtain this, we will apply the reward
function

r (x̃(t ),β(t )) =−x̃T (t )Q x̃(t )−βT (t )Rβ(t ) (3.68)

=−x̃T (t )(Q + F̃ T RF̃ )x̃(t )

=−x̃T (t )Q̃ x̃(t ),

where the matrix Q and the (in our case) scalar R are weights specifying what kind of
behavior we want to penalize. Since we want to minimize the motion of the airfoil, irre-
spective of its position, we will penalize ḣ(t ) and α̇(t ) without penalizing h(t ) and α(t ).
Naturally, inputs are also penalized. In addition, we will use a value of γ= 1

2 .
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Given these settings, what would the value function V (x̃(t ),θc ) defined in (3.54) look
like, with respect to x̃(t ) and θc ?

3.5.2. APPROXIMATING THE VALUE FUNCTION FOR A SINGLE CONTROLLER
The nice part is that, for the LQG system, the value function (or equivalently the cost) can
be calculated analytically. Though the value will not have a Gaussian distribution, we can
find the mean using the theory from Appendix C.2 and the variance with Appendix C.4.
When there is no noise, the value V is still deterministic and then (see Theorem C.9) it
equals

V (x̃0,θc ) =− log(γ)x̃T
0 X̄ x̃0. (3.69)

The term X̄ is defined (see Appendix A.4 for the notation definitions) as the solution to
the Lyapunov equation(

Ã+ 1

2
log(γ)I − B̃ F̃

)T

X̄ + X̄

(
Ã+ 1

2
log(γ)I − B̃ F̃

)
+ (

Q + F̃ T RF̃
)= 0. (3.70)

For now assume that the controller settings θc , or equivalently the feedback matrix F̃ , is
fixed. If we do not know the system matrices Ã and B̃ , we can approximate the resulting
value function V (x̃0) using a Gaussian process. In that case the value V becomes linear
in the elements of X̄ . To be precise, we can use Theorem A.5 to write it as

V (x̃0) =− log(γ)vec
(
X̄

)T
vec

(
x̃0x̃T

0

)
, (3.71)

where vec
(
X̄

)
is the vectorization (for the definition, see (A.10)) of the matrix X̄ . We can

even take into account the knowledge that X̄ is symmetric, by lumping identical terms
together.

We now define w = − log(γ)vec
(
X̄

)
. After all, the vector w can be seen as a vector

of weights that we do not know but want to find. We assume that w ∼N (0,Kw ), where
we choose the prior weight covariance Kw ourselves. The vectorφ(x̃0) = vec

(
x̃0x̃T

0

)
now

contains our features, as discussed at the end of Section 3.2.2. We can merge all these
feature vectors into a feature matrix Φm . In this case Theorem B.28 tells us that the pos-
terior distribution of w equals

w ∼N
(
µw ,Σw

)
, (3.72)

Σw = (
Φm M T Σ̂−1

c MΦT
m +K −1

w

)−1
,

µw =ΣwΦm M T Σ̂−1
c ĉm .

Through this we can approximate vec
(
X̄

)
and hence the value function V (x0). The re-

sult, for manually chosen values Kw and Σ̂c , is shown in Figure 3.12.
From Figure 3.12 we can see that, for our simple system, it is apparently better to

have a high h0 and low α0 than have both a high h0 and high α0. This seems to make
sense. When h0 > 0, the airfoil is displaced downwards. This causes the spring kh to
push the airfoil back up. Similarly, when α0 > 0 the airfoil has a positive angle of attack,
which means that the wind will push it upwards. Having both h0 > 0 and α > 0 at the
same time will cause a large upward force, resulting in a fast motion of the airfoil. Since
fast motions are penalized, this will result in a negative value.
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Figure 3.12: The value function of the linearized pitch-plunge system when no control is present. The plot
was made for varying h0 and α0, while ḣ0 and α̇0 were set to zero. To generate the data for this plot, nm =
50 simulations of T = 1s each were run. During these simulations, the initial parameters h0, α0, ḣ0 and α̇0
were set to random values. This initial state was recorded, as well as the final state and the weighted mean
reward (3.56). This data was then used to approximate X̄ . Because no noise was present, the approximation
was highly accurate. It coincides with the true value function, barring minor numerical differences.

3.5.3. ADDING NOISE TO THE PROBLEM
The problem we just solved was a simple one: no noise at all was present. It is time to
change that. We will assume that the incoming wind flow varies its direction, resulting
in a change in the angle of attack α that the system encounters.

Officially we should incorporate wind spectrums here. That is, we should use noise
with approximately the same frequency distribution as regular wind has. However, to
keep things simple (and linear) we define the extra angle of attack α+, caused by the
rotation of the wind, as Gaussian white noise with intensity σ2

α. This turns our system
equation (3.67) into

˙̃x = Ã

x̃ +


0
1
0
0

α+

− B̃ F̃ x̃ = (
Ã− B̃ F̃

)
x̃ + Ã


0
1
0
0

α+ = (
Ã− B̃ F̃

)
x̃ +w , (3.73)

where we have defined w as Gaussian white noise with intensity

W = Ã


0
1
0
0

σ2
α

[
0 1 0 0

]
ÃT . (3.74)

Note that we use W here, because we already use V for the value function. Also note
that such a quickly shifting wind field would be impossible in practice. It serves us well
enough as a basic approximation of a turbulent wind field though.
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Figure 3.13: Approximation of the value function of the linear pitch-plunge system subject to process noise.
Both the exact expected valueE

[
V

]
and the GP approximation of it are shown. A number of nm = 50 experi-

ments was run, starting from a random initial state and lasting T = 1s. The left figure tuned the output noise
matrix Σ̂c = σ̂2

c I . In addition, the right figure also tuned the initial weight covariance matrix Kw which, given
the low number of measurements, was not an improvement. If a higher number of measurements was used
(say, more than 200) then tuning Kw would have been possible.

For the current problem with noise, the value V has become a random variable. Us-
ing Theorem C.9 we can find that its mean equals

E
[
V (x̃0,θc )

]=− log(γ)tr

((
x̃0x̃T

0 − W

log(γ)

)
X̄

)
= tr

((
W − log(γ)x̃0x̃T

0

)
X̄

)
. (3.75)

The value hence consists of two parts: one due to the initial state x̃0 and one due to the
noise w . So effectively we have added a constant term tr

(
W X̄

)
to the expected value

E
[
V

]
. How can we take this into account in our regression algorithm?

The key here is to introduce a bias b = tr
(
W X̄

)
. Just like we discussed in Section 3.2.2,

this means we add a 1 to vec
(
x̃0x̃T

0

)
, while we add the unknown bias b to the unknown

vector w = vec
(
X̄

)
. Although in reality the bias b is not Gaussian – given our reward

function the value can only be negative – we can treat it as a Gaussian random variable.
In this case, despite using an inaccurate prior distribution for b, our regression algorithm
should work, although we might get a slightly smaller value of b then we would get with
the correct prior distribution for b.

It is important to realize here that the weighted mean reward r̄ will be affected by
noise at each experiment run. As a result, the measured vector ĉ will be noisy as well.
This means that we need to choose the noise matrix Σ̂c = σ̂2

c I . We can try tuning it by
optimizing the log-likelihood (3.9) with respect to σ̂2

c . When we do, we get σ̂c = 0.85,
resulting in the plot shown in Figure 3.13 (left).

From the plot, we see that the approximation is still reasonably good, despite all the
noise. There is still quite some uncertainty, but this is to be expected, since we only used
nm = 50 measurements. Nevertheless, the found bias b is pretty close to what it should
be, the error being roughly 10%. Of course everything will become more accurate when
we use more measurements, showing that with Gaussian process regression we can take
the effects of process noise w on the value function V into account.

Next, let’s try to take this idea of hyperparameter tuning one step further. We have
used it to tune σ̂c . We can also use it to tune Kw . Instead of tuning one parameter, we
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would now be tuning more than ten parameters. Given that we have only fifty measure-
ments, this is unlikely to be successful.

And indeed, Figure 3.13 (right) shows that the results are not very good. Many of the
squared scale parameters in Kw decreased to very small values. Having a tiny Kw for
the linear covariance function (or an overly large Λx for the SE covariance function) is a
sign that the GP regression algorithm cannot find a structure in the data yet. As a result,
the input Xm is pretty much ignored and all the output deviations are explained as noise.
The result is a prediction that looks like a flat plane. So if you are tuning hyperparameters
and get a flat plane, probably your data does not have enough information about its
structure just yet.

Another interesting question we can ask ourselves is whether the tuned value of σ̂c

does make sense. That is, whether it corresponds with the actual noise (variance) that is
present in our experiments.

To figure that out, we consider the vector ĉ before it is measured. In that case we
write it as the random variable c . We know from (3.59) that element i of the vector c
equals

c i =
(
1−γT )

r̄ i =− log(γ)
∫ T

0
γt (−x̃T (

Q + F̃ T RF̃
)

x̃
)

d t . (3.76)

The integral (apart from the minus sign) equals the finite-time discounted cost J
T

, de-
fined by (C.49). Its mean E[J

T
] can be found through Theorem C.8 and its variance

V[J
T

] through Theorem C.23. Taking into account the factor log(γ) results in the mean

and variance of c i . Hence, if we know the initial state x̃0, we can calculateE
[
c i (x̃0)

]
and

V
[
c i (x̃0)

]
.

The problem here is that both the mean and the variance depend on the initial state
x̃0. We could let σ̂2

c vary over the input space (a feature known as heteroscedasticity) or
just assume it equals some average value. We will go for the latter option, and average
over all initial states x̃1

0, x̃2
0, . . . , x̃nm

0 we encountered while setting up our measurement
set Xm . When we do this, for the data that generated Figure 3.13, we find the mean cost
variance as

V
[

J
T

]
= 1

nm

nm∑
i=1
V

[
J

T

(
x̃ i

0

)]
= 0.11, (3.77)

which results in a value of σ̂c = p
0.11 = 0.34. This is not exactly the value of σ̂c found

by the hyperparameter tuning, but it is the same order of magnitude. And indeed, using
σ̂c = 0.34 would have resulted in a plot very similar to Figure 3.13 (left). This shows that
using expert knowledge about the scale of system parameters is often a very effective
way of choosing hyperparameters too.

3.5.4. VARYING THE CONTROLLER SETTINGS

So far we have not incorporated the controller settings θc . We will do so now.
The main issue to tackle is how we should adjust our covariance function. We know

that the matrix X̄ (θc ) will vary withθc . Naturally, so will its elements w (θc ) = vec
(
X̄ (θc )

)
,

and they will probably do so in a smooth way. As a result, we will use a squared expo-
nential covariance function when approximating w (θc ). That is, we assume in advance
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that

E
[(

w (θc )−E[
w (θc )

])(
w (θ′c )−E[

w (θ′c )
])T

]
= Kw exp

(
−1

2

(
θc −θ′c

)T
Λ−1
θ

(
θc −θ′c

))
.

(3.78)
Note that, for a single controller setting θc = θ′c , the prior covariance of w (θc ) equals Kw ,
just like it did previously. As θc and θ′c drift further apart, the covariance reduces to zero,
meaning that we assume there is almost no link between the value functions of two very
differently controlled systems.

Keep in mind that the above is the covariance function of vec
(
X̄

)
. And since V lin-

early depends on vec
(
X̄

)
, we get as covariance function of our value function V (x̃0,θc )

k(x̃0,θc , x̃ ′
0,θ′c ) = vec

(
x̃0x̃T

0

)T
Kw exp

(
−1

2

(
θc −θ′c

)T
Λ−1
θc

(
θc −θ′c

))
vec

(
x̃ ′

0x̃ ′T
0

)
. (3.79)

With this covariance function, we can make predictions of V (x̃0,θc ) as a function of both
the initial state x̃0 and the controller settings θc .

We should note here that in our previous experiment the value function V (x̃0) only
had four input parameters. The function V (x̃0,θc ) we will approximate now has more.
This means that we also need more measurements before we get accurate predictions.
To keep the number of measurements somewhat limited, we set the noise W to zero, and
still we will increase nm to 500.

Because we are dealing with an LQG system, we can already calculate the optimal
controller gains analytically. If we do, using Theorem C.15, we find the optimal feed-
back matrix F̃ = [−33.4 0.87 −6.2 −0.29

]
. We should keep in mind here that these

controller gains work well together, but separately they are not always effective. For in-
stance, if we only set Cḣ =−6.2 or if we only set Cα̇ =−0.29, keeping the other gains zero,
we actually wind up with an unstable system.

To make sure we only get stabilizing controllers during our experiments, we will tune
only Ch and Cα, keeping both Cḣ and Cα̇ at zero. Not very surprisingly, this causes the
optimums of Ch and Cα to change. What is more surprising is that the optimal values of
Ch and Cα now actually depend on the distribution of the initial state x̃0 and on the noise
W , while the optimal feedback matrix F̃ did not depend on this in any way. Assuming
that the initial state is distributed according to x̃0 ∼N (0,Σ0) for an appropriately chosen
Σ0, and keeping W at zero, we find the optimums Ch =−10.6 and Cα = 1.20.

Of course we want to see if this also comes out of the GP regression algorithm. To
check this, we want to plot the value function V as a function of Ch and Cα. We can only
plot this if we choose a value for the initial state x̃0. If we would set it to zero, we would
(in the absence of noise) also get a zero value V everywhere. So instead, we again use a
distribution x̃0 ∼ N (0,Σ0) and integrate over this. For our prediction of the mean of V ,
this turns out to be equivalent to replacing vec(x̃0x̃0) by vec(Σ0). When we do, we wind
up with the results shown in Figure 3.14.

The first thing we can notice is that the tuned hyperparameters (the right plot) do not
give us the prettiest graph. This does not mean that this prediction is incorrect. In fact, it
is more correct than the plot with the manually chosen hyperparameters (left). The plot
with the tuned hyperparameters basically says, ‘I think the graph of the value function is
somewhat curved, but I do not have enough data yet to be fully certain, because there is
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Figure 3.14: Approximation of the value function of the linear pitch-plunge system subject to process noise.
Both the exact expected valueE

[
V

]
and the GP approximation of it are shown. A number of nm = 500 experi-

ments was run, starting from a random initial state, using a random controller setting and lasting T = 1s. The
left figure used a chosen value of σ̂c = 10−4, while the right figure tuned σ̂c to 0.20. The plot was subsequently
made by averaging over x̃0 ∼N (0,Σ0) and letting Ch and Cα vary. Both Cḣ and Cα̇ have been kept at zero.

too much noise.’ In the meantime the plot with the manually chosen hyperparameters
more or less claims, ‘The graph is definitely curved. I’m 100% certain about this. What
noise are you talking about?’ It is overly certain of its estimates, even though a somewhat
conservative prediction would be more appropriate here. Especially when Ch = 0, its
estimates are off by several times the uncertainty bounds, which should not be the case
for a proper prediction. So while its estimates may be more accurate, its integrity – how
honest it is about the uncertainties of its estimates – is severely lacking.

A second thing we notice is that the value function mostly depends on Cα and less
on Ch . As long as Cα = 1.2, the value of Ch is mostly irrelevant. The predicted optimum
by the GP (taken at the maximum of the mean of the prediction) equals Ch =−10.5 and
Cα = 1.19 for the left plot, while it is Ch =−19.6 and Cα = 1.22 for the right plot. Though
the latter is further away from the optimal controller gains, these controller gains would
still result in a value that is close to optimal, meaning that the provided controller gains
are still of good quality.

From our experiments we can hence conclude that it is possible to tune a controller
based on estimates of the value function. But another possibly more important conclu-
sion is that the whole process of choosing a covariance function and tuning the hyper-
parameters is very complicated. Sometimes hyperparameter tuning works well. Some-
times it gives the wrong hyperparameters because there is not enough data. And some-
times it gives the right hyperparameters but an ugly plot, while the wrong hyperparam-
eters give a more pretty plot. As always, having an intuitive understand of what every
single parameter means really helps while applying Gaussian process regression.

3.5.5. FURTHER EXTENSIONS: UNSTABLE AND NONLINEAR SYSTEMS

After our successful estimations so far, we would like to extend the problem further.
There are multiple ways to do so. We can include all controller parameters, switch from
the linearized to the nonlinear system or even take into account a varying wind speed.
All these methods require a significant overhaul of our set-up though.
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INCLUDING UNSTABLE SYSTEMS

Suppose that we also include controller settings θc that may cause the system to go un-
stable. In this case, our value function V (x̃0,θ) will not be smoothly varying anymore.
The reason is that, as we get close to instability, V will go towards −∞. But as we wind
up with an unstable system, the value V resulting from our equations suddenly becomes
positive, starting at +∞ and reducing to a smaller positive value for more unstable sys-
tems.

To see why this happens, consider the simple system ẋ = ax+bu, with reward r (x,u) =
−qx2 − r u2, where a = b = q = r = 1. The Lyapunov equation of the system subject to
u = − f x now becomes 2(a −b f )X̄ + q + f 2r = 0. Imagine what happens with the solu-

tion X̄ =− q+ f 2r
2(a−b f ) , and hence the value V = X̄ x2, as (a −b f ) goes from stable (negative)

to unstable (positive). It goes from being negative, to −∞, to ∞ and subsequently being
positive.

Though it is nice that we can see from the value V when the system is unstable, and
how unstable it is, it does mean that V is not smoothly varying with respect to the con-
troller settings θc anymore. As such, we need to either adjust the covariance function we
use, or adjust the function we are approximating.

One idea would be to approximate the quantity − 1
V instead of V itself. This quantity

is always positive for stable systems, and the larger it is, the better the value. In addi-
tion, the transition from stable to unstable systems becomes smooth. However, contrary
to (3.57), we now do not get a relation that is linear in this new value-like quantity, which
brings us some extra challenges. I will leave it as a subject for future research.

SWITCHING TO THE NONLINEAR SYSTEM

A completely different extension would be to switch from the linearized pitch-plunge
system to the nonlinear variant. In theory we could do this transition without any extra
adjustments, except for one fundamental problem.

In the set-up of our covariance function, we have assumed that the value V varies
quadratically with the initial state x̃0. Though this holds for linear systems, it naturally
does not have to be the case for nonlinear systems. In particular, the flutter behavior
present in the pitch-plunge system is known as a phenomenon that does occur from
certain initial states but not from others. As such, the way in which the value V depends
on the initial state x̃0 is certainly not quadratic. To be precise, if we are near the edge of
a ‘flutter region’ in the state space, the value function V is unlikely to even be smoothly
varying.

As such, coming up with a suitable covariance function for this problem is a com-
pletely new problem. I would recommend starting with the squared exponential covari-
ance function, as was done by Bijl et al. (2014) for a different problem. Although try-
ing other covariance functions like the Matérn covariance function (see Cornford et al.
(2002), Rasmussen and Williams (2006) for more information on this covariance func-
tion) could also be worthwhile.

INCLUDING THE WIND SPEED

So far we have kept the wind speed constant at U = 10m/s. In reality this wind speed
will vary too. And though the wind speed is known, we cannot control it. We can of
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course take it into account in our approximations. To do so, we include it as an additional
parameter V (x̃0,θ,U ) for our value function.

It is important to keep in mind here that the dynamics of the system change for
higher wind speeds. In particular, for wind speeds larger than U = 11.6m/s, the linear
system will be unstable. The nonlinear system, though not diverging, will either flutter
or find a new equilibrium point. Finding ways to take this into account in the covariance
function will be crucial.

In general, the above schemes require a new covariance function and a larger input
space for the approximation of V . As a result, a lot more measurements will be needed
before accurate predictions can be made. Taking into account large amounts of mea-
surements will result in a whole new problem of its own though: the computational time
required by GP regression will increase to the point where it is no longer practically fea-
sible. Getting around that problem will be the subject of the next chapter.

3.6. OVERVIEW OF LITERATURE
We discussed three different subjects in this chapter: hyperparameter tuning, covari-
ance function selection and constrained GP regression. We will look at the state of the
literature of these three topics separately.

3.6.1. LITERATURE ON HYPERPARAMETER TUNING

Estimation of hyperparameters has been an issue in many fields for quite a while now.
For instance in spatial statistics, where the habit generally was to optimize the likelihood
to estimate things like length scales and noise strength (see Mardia and Marshall (1984),
Kaufman and Shaby (2013)). Or within neural networks, where regularization parame-
ters needed to be used to prevent overfitting (see MacKay (1999), Bergstra et al. (2011)).
Or for support vector machines, where the parameters of the kernel needed to be cho-
sen (see Chapelle et al. (2002), Hsu et al. (2003)). Different optimization methods have
been used, ranging from manual search, grid search Larochelle et al. (2007) and random
search Bergstra and Bengio (2012) up to gradient ascent methods Blum and Riedmiller
(2013) and Bayesian methods Snoek et al. (2012).

To tune hyperparameters for Gaussian processes, the same methods are generally
used. In fact, because the general framework for tuning hyperparameters also works
well for GP regression, relatively little work has been done specifically related to GP hy-
perparameter tuning. Early work was done by Seeger (2000), Sundararajan and Keerthi
(2000), although the most influential work here is the book of Rasmussen and Williams
(2006) (Chapter 5), which summarized the methods quite well. Its main focus lies on
gradient ascent methods to tune hyperparameters, which is also the method we apply in
this thesis. In fact, most of the theory discussed in Section 3.1 comes from Rasmussen
and Williams (2006).

3.6.2. LITERATURE ON COVARIANCE FUNCTIONS

A lot of work has been done on covariance functions. An early overview of possible co-
variance functions was given by Abrahamsen (1997). It already mentioned, among oth-
ers, the (squared) exponential and various Bessel covariance functions.
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There were various contributions by others as well. It was argued by Stein (1999) that
the squared exponential covariance function resulted in a degree of smoothness that
in practice never really occurs. He instead argued for the Matérn covariance function,
which was then successfully applied by Cornford et al. (2002). At the same time the pe-
riodic covariance function was studied by MacKay (1998), Schölkopf and Smola (2002)
and the neural network covariance function by Neal (1996), while Gibbs (1997) looked
into anisotropic covariance functions, in which the length scale can vary over the input
space.

A proper overview of all this work was eventually given in the book by Rasmussen and
Williams (2006) (Chapter 4). Next to looking at various examples of covariance functions,
this book also discusses general properties that covariance functions can or must have,
making it quite a lot more in-depth than the basic introduction to covariance functions
given in Section 3.2.

After Rasmussen and Williams (2006), the main contributions did not so much con-
cern new covariance functions, but instead were about how to find the right covariance
function, or combine different covariance functions together to get even better covari-
ance functions. Interesting work here was done by Bach (2009), Hinton and Salakhutdi-
nov (2008), Duvenaud et al. (2013).

3.6.3. LITERATURE ON CONSTRAINED GP REGRESSION
On constrained GP regression, there is very few literature whatsoever. It is a technique I
devised myself and first published about in Bijl et al. (2014). I did find a technique very
similar to what was discussed in Section 3.3, developed by Engel et al. (2003, 2005). Also
slightly related is the work by Salzmann and Urtasun (2010) who constrain the different
outputs of a multi-output function f (x) for the same input point. So the idea of con-
strained GP regression is not entirely new. But the way in which it has been generalized
like in Section 3.3 is quite novel.

A related and promising approach was explored quite recently by Jidling et al. (2017).
Here, the idea was to add linear constraints on not just the function f (x) we are approxi-
mating, but also on the derivatives. For instance, we can require that ∂ f /∂x1 −∂ f /∂x2 =
0. This constraint is then incorporated into the covariance function, such that the GP
only considers functions satisfying this constraint in the first place, even before any mea-
surement is incorporated.
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SPARSE AND ONLINE GAUSSIAN

PROCESS REGRESSION

Summary — When the number of measurements nm becomes big, Gaussian process re-
gression runs into computational problems. The reason is the required runtime, which is
cubic in the number of measurements.

To solve this, we can separate the regression algorithm into two parts. First we predict
the distribution of the so-called inducing function values f

u
corresponding to inducing

input points Xu . Then we use this distribution to make the actual predictions of the trial
function values f ∗. Alternatively, we can use measurements one by one or in groups to

find the distribution of f
u

. This results in the FITC and the PITC algorithm, respectively,

whose runtime is linear in the number of measurements.

When measurements come in one by one, both these algorithms can be applied in an on-
line fashion, where we incorporate measurements one by one into the distribution of f

u
.

The runtimes of these online algorithms are the same as those of the offline algorithms,
but because we do not have to remember all measurements anymore, the memory require-
ments are lower.

The positions of the inducing input points can be chosen based on expert knowledge, or
tuned automatically. Automatic tuning can be done either by optimizing the log-likelihood
of the measurements (evidence maximization) or the posterior variance of the trial points.
In addition, when extra accuracy is required, additional inducing input points can also be
added online.

The derived algorithms have been proven to work by applying them to various example
problems. On lower-dimensional problems, all algorithms have a comparable accuracy,
given the same number of measurements. On higher-dimensional problems the assump-
tions behind the FITC and PITC algorithms do cause a reduced accuracy, but this may be
worthwhile given the significantly reduced runtime of these algorithms.
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This chapter is all about applying Gaussian process regression to big and expanding data
sets. Regular Gaussian process regression as we have learned it so far is not capable of
dealing with this, for various reasons, but there are ways to work around this.

We will start to look at methods to reduce the computational requirements of Gaus-
sian process regression (Section 4.1). Next, we consider ways of adding new measure-
ments in an online way, without having to redo all our calculations (Section 4.2). Fun-
damental to both these methods are the inducing input points and we will also examine
ways to choose/tune them (Section 4.3). We then apply the methods we derived (Sec-
tion 4.4) and in the end take a look at the available literature on this subject (Section 4.5).

4.1. SPARSE GAUSSIAN PROCESS REGRESSION
When using Gaussian process regression on big data sets, the computational require-
ments start to become important. Especially when the number of measurements nm be-
comes larger than a thousand, you will notice that the algorithm starts to become very
slow. In addition, your computer may also run out of allocated memory.

Sparse Gaussian process regression is all about reducing these computational require-
ments, both on runtime and on memory. The idea is to take advantage of the structure
in our matrices, or to actually create a structure in our matrices, such that our equations
can be calculated more efficiently.

We first look into what exactly we mean with computational requirements and how
we can compare them (Section 4.1.1). Then we analyze the computational requirements
of the regular GP regression algorithm (Section 4.1.2). We separate this algorithm into
two steps: training and prediction. We then first reduce the runtime of the prediction
step by introducing inducing input points (Section 4.1.3), and then we reduce the re-
quirements of the training step by using measurements individually (Section 4.1.4). Fi-
nally we generalize this new method, allowing us to use measurements in groups (Sec-
tion 4.1.5).

4.1.1. A NOTATION FOR DISCUSSING COMPUTATIONAL REQUIREMENTS
Let’s consider the Gaussian process regression equation (2.30). If we only want to predict
the posterior distribution of the trial function values f ∗, and not that of the measure-

ment function values f
m

, then it becomes

f ∗ ∼N
(
µ∗,Σ∗∗

)
(4.1)

Σ∗∗ = K∗∗−K∗m
(
Kmm + Σ̂ fm

)−1
Km∗,

µ∗ = m∗+K∗m
(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
.

Note that we use m and K to indicate the properties of prior distributions, while we use
µ and Σ for posterior distributions.

A question we could ask ourselves is ‘How long does it take to evaluate the above
equation? And how much memory is required for this?’ However, these questions are
rather vague. Their answers will of course depend on the number of measurement points
nm and the number of trial points n∗, but also on the speed of our computer, the way in
which it implements matrix algebra, and so on.
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Let’s make this more specific. For calculations we only look at the number of basic
calculations that we need to do, while for memory we only look at the number of pa-
rameters we need to store. For instance, setting up the nm ×nm matrix Kmm costs n2

m
runtime and n2

m memory.
At this point you may be thinking, ‘Kmm is symmetric! Isn’t the memory required

equal to 1
2 nm (nm +1) = 1

2 nm + 1
2 n2

m then?’ Technically you are correct here. However,
when comparing computational requirements, any multiplying constants (like 1

2 ) are
not very important, because we can solve them by taking a little bit faster computer, pos-
sibly with a few extra cores. Also, any lower-order terms like nm are not important when
there are higher-order terms like n2

m around. After all, when nm becomes big enough,
any term c1nm will be negligible compared to c2n2

m , even when c1 is larger than c2.
Keeping this in mind, we can now say that the memory requirement for setting up the

matrix Kmm is of the order n2
m . We write this using the big O notation as O

(
n2

m

)
. Similarly,

the runtime requirement of calculating Kmm is O
(
n2

m

)
. The memory requirement and

runtime requirement together are the most important computational requirements we
need to take into account when calculating with matrices.

4.1.2. ANALYZING THE COMPUTATIONAL REQUIREMENTS
Let’s consider (4.1) once more. What is the runtime to calculate this? And how much
memory is required? To analyze this, we can apply the following rules.

• Storing an m ×n matrix requires O (mn) memory.

• Storing a diagonal n ×n matrix requires O (n) memory.

• Adding/subtracting two m ×n matrices takes O (mn) time.

• Multiplying an l ×m matrix by an m ×n matrix takes O (lmn) time.

• Multiplying an m ×n matrix by a vector of size n takes O (mn) time.

• Multiplying an m ×n matrix by a diagonal n ×n matrix takes O (mn) time.

• Inverting an n ×n matrix takes O
(
n3

)
time1.

• Inverting a diagonal n ×n matrix takes O (n) time.

Using these results, we can see that inverting Kmm + Σ̂ fm takes O
(
n3

m

)
time, while left-

multiplying this by K∗m takes O
(
n∗n2

m

)
time. Calculatingµ∗ hence takes O

(
n∗n2

m +n3
m

)
time, while calculating Σ∗ takes O

(
n2∗+n∗n2

m +n3
m

)
time.

In practice it often happens that we first obtain our measurement data Xm and f̂m ,
but only later on receive the trial input points X∗ for which we want to predict the corre-
sponding function values f∗. In this case, when we just obtained Xm and f̂m , we can
already prepare ourselves for making predictions. This is called the training step (or
sometimes the preparation step) of the algorithm. For regular GP regression this comes

down to calculating
(
Kmm + Σ̂ fm

)−1
. When we then obtain the trial input points X∗, we

can more easily do the prediction step: calculating µ∗ and Σ∗.

1This is the runtime using Gauss-Jordan elimination. There are other algorithms available, like optimized ver-
sions of the Coppersmith-Winograd algorithm, that can invert an n ×n matrix or multiply two n ×n matrices
in O

(
n2.373)

runtime. For more information on this, see the work by Davie and Stothers (2013), Gall (2014).
To keep the discussion intuitive and easy to read, we will ignore these possible computational gains.
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We can analyze the runtime of both the training and the prediction steps of the regu-
lar GP regression algorithm, as well as the memory that is required altogether. When we
do, we get the results shown in Table 4.1. Here we also find the computational require-
ments of the other algorithms we will look at later on, both in Section 4.1 (offline) and
Section 4.2 (online).

Table 4.1: Computational requirements of the various algorithms, sorted by number of simplifying assump-
tions. (O is not written out explicitly.) The runtime is the total runtime of adding the first nm measurement
points. nu is the number of inducing input points and n∗ the number of trial points, where we assume that
nu < n∗ < nm . For the PITC algorithm we assume that the subsets Xmi do not grow larger than nu data points.

Section Training runtime Prediction runtime Memory

Algorithm Offline Online Offline Online Offline Online Offline Online

Regular GP regression 4.1.2 4.2.1 n3
m n3

m n2
m n∗ n2

m n∗ n2
m n2

m

Sparse GP regression 4.1.3 4.2.2 n3
m n3

m nu n2∗ nu n2∗ n2
m n2

m

PITC regression 4.1.5 4.2.4 nm n2
u nm n2

u nu n2∗ nu n2∗ nm nu n2
u

FITC regression 4.1.4 4.2.3 nm n2
u nm n2

u nu n2∗ nu n2∗ nm nu n2
u

4.1.3. FASTER PREDICTION: USING INDUCING INPUT POINTS
We will first suppose that we have ample time for training, but really need to make fast
predictions. Calculating µ∗ currently takes O (nmn∗) time, because we need to add up
nm basis functions for every trial point. Calculating Σ∗ even takes O

(
n2

mn∗
)

time. When
nm is big, this is unacceptable.

We can solve this problem by choosing a number nu of inducing input points2. We
write these as xu1 , . . . , xunu

and together they form the inducing input set Xu . During our
training time, we then predict the posterior distribution of the inducing function values
f

u
. Afterwards, we throw away all our measurement data and only use this posterior

distribution of f
u

to predict the trial function values f ∗.

Mathematically this method comes down to assuming that f
m

and f ∗ are condition-

ally independent, given the value of f
u

. That is,

p( fm , f∗| fu ) = p( fm | fu )p( f∗| fu ). (4.2)

This assumption is known as the inducing input assumption. It implies that the covari-
ance Km∗ between the measurement function values and the trial function values has to
equal KmuK −1

uu Ku∗ (see Theorem B.29). And from the assumption we can derive our new
regression equations (see Theorem B.30). However, there is also a more intuitive view on
this (see Theorem B.31) which we will look at now.

Earlier we saw that the GP regression equation (2.30) can be found by merging the
prior distribution (2.22) with the measured distribution (2.29). We will now do some-
thing similar. We take our prior distribution[

f
m

f
u

]
∼N

([
fm

fu

]∣∣∣∣[mm

mu

]
,

[
Kmm Kmu

Kum Kuu

])
, (4.3)

2This terminology was introduced by Candela and Rasmussen (2005) and we will stick with it.
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and we merge this together with our measured distribution

[
f

m
f

u

]
∼N

([
fm

fu

]∣∣∣∣[ f̂m

∗
]

,

[
Σ̂ fm ∗
∗ ∞

])
. (4.4)

When we do, we wind up with an equation identical to the GP regression equation (2.30),
being the sparse GP training equation

[
f

m
f

u

]
∼N

([
fm

fu

]∣∣∣∣[µm

µu

]
,

[
Σmm Σmu

Σum Σuu

])
, (4.5)

[
Σmm Σmu

Σum Σuu

]
=

[
Kmm

(
Kmm + Σ̂ fm

)−1
Σ̂ fm Σ̂ fm

(
Kmm + Σ̂ fm

)−1
Kmu

Kum
(
Kmm + Σ̂ fm

)−1
Σ̂ fm Kuu −Kum

(
Kmm + Σ̂ fm

)−1
Kmu

]
,

[
µm

µu

]
=

 Σmm

(
K −1

mm mm + Σ̂−1
fm

f̂m

)
mu +Kum

(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

) .

Through this we can find the posterior distribution of the inducing function values f
u

during our training step. We would then of course only calculateµu and Σuu and not the
other terms.

Next, we switch to the prediction step where we know X∗. Instead of using the mea-
surement data, we now use the prior distribution of f

u
and f ∗. This equals

[
f

u
f ∗

]
∼N

([
fu

f∗

]∣∣∣∣[mu

m∗

]
,

[
Kuu Ku∗
K∗u K∗∗

])
. (4.6)

We then merge this prior distribution together with the inducing function value distri-
bution that we just found. That is,

[
f

u
f ∗

]
∼N

([
fu

f∗

]∣∣∣∣[µu

∗
]

,

[
Σuu ∗
∗ ∞

])
. (4.7)

This does not directly give us our final result for f ∗ though. The reason is that our prior

knowledge of f
u

, being f
u
∼N (mu ,Kuu), has been used in both of the above distribu-

tions. If we would merge both distributions together, we would use our prior knowledge
twice, which is not allowed. To make sure that we do not, we need to unmerge this prior
distribution [

f
u

f ∗

]
∼N

([
fu

f∗

]∣∣∣∣[mu

∗
]

,

[
Kuu ∗
∗ ∞

])
. (4.8)

This idea of unmerging distributions is the inverse of merging distributions together.
(See Theorem B.23 for how it works with Gaussian distributions.) When we apply this
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(see Theorem B.31) we wind up with the sparse GP prediction equation

[
f

u
f ∗

]
∼N

([
µu

µ∗

]
,

[
Σuu Σu∗
Σ∗u Σ∗∗

])
, (4.9)[

Σuu Σu∗
Σ∗u Σ∗∗

]
=

[
Σuu ΣuuK −1

uu Ku∗
K∗uK −1

uuΣuu K∗∗−K∗uK −1
uu (Kuu −Σuu)K −1

uu Ku∗

]
,[

µu

µ∗

]
=

[
µu

m∗+K∗uK −1
uu

(
µu −mu

)] .

With this equation, and assuming we have calculated K −1
uu in advance, we can calculate

the posterior distribution of f ∗ in O
(
nun2∗

)
time. The whole process is visualized in

Figure 4.1. Since nu is generally much smaller than n∗, which in turn is smaller than nm ,
this is a significant improvement.

Figure 4.1: The comparison between regular and sparse GP regression. We used nm = 10 measurements of
f (x) = sin

(
2π x

4

)
with noise strength σ̂ fm = 0.1. The left plot shows regular GP regression: we use our mea-

surements to directly predict n∗ = 100 trial function values f ∗. The middle and right plot shows the two steps

of sparse GP regression. In the training phase we use the measurements to predict nu = 4 inducing function
values f

u
. In the prediction phase we then ignore our measurements and only use the inducing function val-

ues f
u

to predict the trial function values f ∗. If you look carefully, you can notice a slight accuracy decrease

compared to regular GP regression for trial points that are far away from any inducing input points.

We will call the algorithm that we have just set up the sparse GP regression algorithm.
This name is ambiguous, because ‘sparse GP regression’ is generally used to refer to any
algorithm that tries to use structure in matrices to reduce the computational complexity
of GP regression. So technically this name also incorporates the next few algorithms we
will consider. However, as was also shown by Candela and Rasmussen (2005), nearly
all sparse GP regression methods use inducing input points, and while other algorithms
still use additional assumptions, and as a result have their own specific names, the above
regression algorithm contains only the fundamental idea of sparse GP regression.

The question remains how to choose the inducing input points. We will look deeper
into this in Section 4.3. For now we only note that if we would set Xu equal to Xm , then
the sparse GP regression algorithm reduces to the regular GP regression algorithm. So
effectively, we can see this algorithm as a generalization of the regular GP regression
algorithm.
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4.1.4. FASTER TRAINING: USING MEASUREMENTS INDIVIDUALLY
With the sparse GP regression algorithm we have made the prediction step faster, but not
the training step. For large nm this still takes a significant amount of time. The reason is
that, when predicting f

u
, we combine all nm measurements. This results in an O

(
n3

m

)
runtime.

Instead, we could also use each measurement individually. So we first use measure-
ment

(
xm1 , f̂m1

)
to predict the distribution of f

u
. We write this as N

(
µ1

u ,Σ1
uu

)
, and its

value can be found through (4.5). Then we use
(
xm2 , f̂m2

)
to find N

(
µ2

u ,Σ2
uu

)
, and so on.

This gives us nm separate distributions for f
u

.

Next, we merge all these nm distributions together. There is one caveat here. Each
of these distributions of f

u
contains the information from the prior distribution f

u
∼

N (mu ,Kuu), but we are still only allowed to use this information once. To prevent us
from using it nm times, we need to unmerge the prior distribution nm − 1 times. As a
result, we get

N
(
µu ,Σuu

)=N (mu ,Kuu)⊕ (
N

(
µ1

u ,Σ1
uu

)ªN (mu ,Kuu)
)⊕ . . . (4.10)

⊕ (
N

(
µ

nm
u ,Σnm

uu
)ªN (mu ,Kuu)

)
=N

(
µ1

u ,Σ1
uu

)⊕ . . .⊕N
(
µ

nm
u ,Σnm

uu
)ªN (mu ,Kuu)︸ ︷︷ ︸

(nm −1) times

.

This is a very intuitive expression, but actually calculating it takes some work. We can
use this idea to derive a more simple and powerful expression though. If we define

Λmm = diag
(
Kmm −KmuK −1

uu Kum
)

, (4.11)

∆uu = Kuu +Kum
(
Λmm + Σ̂ fm

)−1
Kmu , (4.12)

then the resulting training equation (see Theorems B.32 through B.34) becomes[
fm

fu

]
∼N

([
µm

µu

]
,

[
Σmm Σmu

Σum Σuu

])
, (4.13)

Σmm =
(
Λ−1

mm+ Σ̂−1
fm

)−1+Σ̂ fm

(
Λmm+ Σ̂ fm

)−1
Kmu∆

−1
uuKum

(
Λmm+ Σ̂ fm

)−1
Σ̂ fm ,

Σmu = Σ̂ fm

(
Λmm + Σ̂ fm

)−1
Kmu∆

−1
uuKuu ,

Σum = Kuu∆
−1
uuKum

(
Λmm + Σ̂ fm

)−1
Σ̂ fm ,

Σuu = Kuu∆
−1
uuKuu ,[

µm

µu

]
=

mm +ΣmmΣ̂
−1
fm

(
f̂m −mm

)
mu +ΣumΣ̂

−1
fm

(
f̂m −mm

)  .

Through this equation, the training step only takes O
(
nmn2

u

)
time. And after we have

found the distribution of f
u

in this way, we can still use the sparse GP prediction equa-

tion (4.9) to efficiently make predictions in O
(
nun2∗

)
time. This is a significant runtime

reduction, especially for large nm . In addition, we do not have to calculate and store
Kmm anymore, but only the diagonal matrix Λmm and the nm ×nu matrix Kmu . As a
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result, the memory required to run the regression algorithm is reduced from O
(
n2

m

)
to

O (nmnu). The entire process is visualized in Figure 4.2.

Figure 4.2: A visualization of the steps in the FITC regression algorithm. We use the same data as in Figure 4.1.
We first use each measurement individually (the first ten plots) to predict the distribution of the inducing
function values f

u
. We subsequently merge all these individual distributions together into one single posterior

distribution of f
u

(bottom middle) which completes the training step. Then, just as in Figure 4.1, we use this

distribution of the inducing function values f
u

to predict the trial function values f ∗ (bottom right). The

difference with the results from Figure 4.1 are small enough to be invisible.

What assumption are we making behind the scenes here though? Mathematically, we
assume that, given the inducing function values f

u
, each measurement function value

f
m1

, . . . , f
mnm

is fully independent. That is,

p( fm1 , fm2 , . . . , fmnm
| fu ) = p( fm1 | fu )p( fm2 | fu ) . . . p( fmnm

| fu ). (4.14)
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This is assumption is called the Fully Independent Training Conditional assumption (FITC
assumption) and the resulting algorithm is therefore known as the FITC algorithm. Be-
cause of this (4.13) is also known as the FITC training equation.

Previously, the inducing input assumption enforced Km∗ to equal KmuK −1
uu Ku∗. Sim-

ilarly, the FITC assumption enforces Kmi m j (for i 6= j ) to equal Kmi uK −1
uu Kum j , or equiva-

lently it enforces Kmm to equal

Kmm ← diag
(
Kmm −KmuK −1

uu Kum
)+KmuK −1

uu Kum (4.15)

=Λmm +KmuK −1
uu Kum .

We could of course also use this value of Kmm in the regular regression equations we
used to, instead of using (4.13). However, using (4.13) is computationally much more
efficient, saving us a lot of time.

4.1.5. MORE FLEXIBILITY: USING MEASUREMENTS IN SUBGROUPS
We can extend the idea we just explored even further. Instead of using each measure-
ment (xmi , f̂mi ) individually, we can also use them in small subgroups of the full mea-
surement set Xm .

Let’s define Xm1 to contain the first nm1 measurement input points, Xm2 to contain
the next nm2 measurement input points, and so on. Similarly, f̂m1 contains the first nm1

elements of f̂m , f̂m2 the next nm2 elements, and so on. After having set up these sub-
groups, we predict the distribution of f

u
based on the first subgroup of measurements,

do the same for the second subgroup of measurements, and so on. Finally, we merge all
the results together and unmerge the prior distribution of f

u
the right amount of times

to get the posterior distribution of f
u

.

The resulting expression is actually exactly the same as the FITC training equation (4.13)
(see Theorem B.35) except for one small difference. We should redefine the matrix Λmm

of (4.11) to
Λmm = blkdiag

(
Kmm −KmuK −1

uu Kum
)

. (4.16)

Earlier the diag function sets all non-diagonal terms to zero, turning the given matrix
into a diagonal matrix. Similarly, the blkdiag function here turns the given matrix into a
block-diagonal matrix, setting all other elements to zero. This block-diagonal matrix is
set up such that the first diagonal block is nm1 ×nm1 , the second block is nm2 ×nm2 , and
so on. So every block corresponds to a subgroup of measurements.

After having calculated the distribution of f
u

in this way, we can of course still use

the Sparse GP prediction equation (4.9) to predict f ∗. The resulting algorithm is called

the Partially Independent Training Conditional algorithm (PITC algorithm). Its process
is visualized in Figure 4.3.

The assumption behind the PITC algorithm is known as the PITC assumption. It as-
sumes that the measurement function values fm1 , fm2 , . . . of each subgroup are condi-
tionally independent given f

u
. That is,

p( fm1 , fm2 , . . . | fu ) = p( fm1 | fu )p( fm2 | fu ) . . . . (4.17)

It is very interesting to realize here that if we only take ‘subgroups’ of size 1, and hence
have nm1 = nm2 = . . . = 1, then the PITC algorithm reduces back to the FITC algorithm.
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Figure 4.3: A visualization of the steps in the PITC regression algorithm. The set-up is the same is in Figure 4.2,
except now we use measurements in small subgroups.

However, if we use one enormous ‘subgroup’ containing all nm measurement points,
then the PITC algorithm becomes the sparse GP algorithm. This makes the PITC algo-
rithm a generalization of the two algorithms, where we can blend between them based
on which subgroups of measurements we use.

What subgroups should we use though? It is important to realize here that, if you
put measurement points xm together in a subgroup that do not have any covariance
amongst each other, then you do not gain any additional accuracy in your predictions.
You might as well have kept them in separate subgroups. So in practice it is best to make
subgroups of measurement points that are as strongly correlated amongst each other as
possible. This gives you the smallest accuracy loss with respect to the sparse GP regres-
sion algorithm.

Finally, let’s look at the runtime of the training phase of the PITC algorithm. Natu-
rally, this depends on the size of the subgroups. Assuming that none of the subgroups
is larger than nu measurement points, the training runtime is the same as that of the
FITC algorithm, being O

(
nmn2

u

)
. Of course, if we only use one subgroup containing all

measurements, we have the same runtime as the sparse GP algorithm, which is O
(
n3

m

)
.

4.1.6. AN INCORRECT ALTERNATIVE VIEW ON SPARSE GP REGRESSION

In GP regression we are predicting the distribution of f ∗ = f (x∗). The mean prediction

is given by µ∗. When we use sparse GP regression, then µ∗ always takes the form of

µ∗ = m∗+K∗uK −1
uu

(
µu −mu

)
. (4.18)
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Let’s define the weights w = K −1
uu

(
µu −mu

)
and the feature vectors φi (x) = k(xui , x). We

can now also write our posterior prediction as

µ∗ = m(x∗)+
nu∑
i=1

wiφi (x∗) = m(x∗)+w Tφ(x∗), (4.19)

where we have φ(x∗) = k(Xu , x∗). This means that µ∗ effectively is a function that is
linear in given feature functions! Can we then also use the theory from Section 3.2.2 to
find w and subsequently approximate µ∗?

The answer is ‘Yes we can, but then we are solving a rather different problem.’ Before
we look into why, let’s just try this solution method and see what we wind up with.

We can find the posterior distribution of the weights through (3.29). In this expres-
sion we do have to replace Xm by the feature matrix Φm , which in turn equals φ(Xm) =
k(Xu , Xm) = Kum . As such, we have

w ∼N
(
µw ,Σw

)
, (4.20)

Σw =
(
KumΣ̂

−1
fm

Kmu +K −1
w

)−1
,

µw =Σw KumΣ̂
−1
fm

(
f̂m −mm

)
.

As prior weight covariance matrix Kw , we can best pick

Kw =E[
w w T ]= K −1

uuE

[(
µ

u
−mu

)(
µ

u
−mu

)T
]

K −1
uu = K −1

uu . (4.21)

Note that, before we obtain any measurements, the posterior mean µ
u

of the inducing

function values is not yet specified, and hence is a random variable too. Using this, the
posterior distribution of f ∗ can now be found through

f ∗ ∼N
(
µ∗,Σ∗∗

)
, (4.22)

Σ∗∗ = K∗uΣw Ku∗,

µ∗ = K∗uµw .

These equations have a runtime of O
(
nmn2

u

)
, which makes them just as efficient as FITC

regression and more efficient than sparse GP regression without the FITC assumption.
When we apply them, we get the prediction shown in Figure 4.4.

In this figure we notice that the prediction we wind up with is mostly correct. How-
ever, the uncertainty is a lot smaller than what it used to be. This is actually a downside,
and to see why, we need to examine what assumptions we have silently made.

As we have seen in Section 2.3.2, a Gaussian process is a distribution over functions.
The covariance function specifies which functions are more likely and which are less
likely. When we use the squared exponential covariance function, we say that smoothly
varying functions are more likely and strongly fluctuating functions are less likely, but in
theory all functions are still possible.

However, when setting up Figure 4.4, we have actually used the linear covariance
function. This means that we have assumed that only functions f (x) that are linear in
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Figure 4.4: Using feature functions to approximate the function. Kw has been picked large enough for K−1
w to

be negligible. The result is a similar prediction as before, but with a much smaller covariance.

the features φ(x) are possible. We have assumed that other functions cannot take place
at all. As such, we have severely restricted the possible functions that we can get.

Because there are now less possible functions we need to take into account, we have
significantly simplified the problem. This explains both the reduced runtime and the
higher certainty about our outcomes. However, if this assumption is not correct – if our
true function f (x) cannot be written as a weighted sum of feature functions φ(x) – then
we will never find the true function. In our previous set-up this was not a problem: the
algorithm would just add uncertainty to compensate for this, taking into account other
potential functions. This new algorithm does not.

This is also confirmed by comparing the new algorithm we have just set up with
the FITC algorithm. These algorithms have the exact same expressions, except for two
changes: Kuu has turned into K −1

w and Λmm has disappeared (turned into zero). The
first difference was predicted by (4.21), but the second one is surprising. Λmm is repre-
sentative of the part of the distribution of f

m
that cannot be explained using knowledge

about f
u

. (See the intuitive view on Λmm just prior to Theorem B.32.) So by assuming

thatΛmm = 0, we basically assume (on top of the FITC assumption) that f
m

can be fully

predicted if f
u

is given. Naturally, this assumption is generally false.

The conclusion is that this new set-up makes too many simplifying assumptions and
as such provides predictions with a higher certainty than it has a right to. We would
better steer clear of it.
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4.2. ONLINE GAUSSIAN PROCESS REGRESSION
By now we know how to efficiently train a GP regression algorithm with nm measure-
ments. Now let’s suppose that we already have done this training, but all of a sudden
get another measurement. We denote this extra measurement by (x+, f̂+) and the corre-
sponding noise variance by σ̂2

f+ . We could of course add x+ to Xm , f̂+ to f̂m and σ̂2
f+ to

Σ̂ fm and then redo all our calculations, but surely there must be some way to take into
account our earlier training? How exactly can we do that?

That is what we will figure out in this chapter, starting with regular GP regression
(Section 4.2.1), continuing with sparse GP regression (Section 4.2.2) and then extending
these ideas to FITC (Section 4.2.3) and PITC (Section 4.2.4). Finally we still make a brief
note on the numerical stability of these methods (Section 4.2.5).

4.2.1. REGULAR ONLINE GAUSSIAN PROCESS REGRESSION

In regular GP regression, the ‘training phase’ consists of calculating
(
Kmm + Σ̂ fm

)−1
. This

is a large matrix inverse, so being able to recycle it could be useful.
Using the GP regression equation (2.30) (or equivalently (4.1)), we can find that

f ∗ ∼N
(
µ+
∗ ,Σ+

∗∗
)

(4.23)

Σ+
∗∗ = K∗∗−

[
K∗m K∗+

]([
Kmm Km+
K+m K++

]
+

[
Σ̂ fm 0

0 σ̂2
f+

])−1 [
Km∗
K+∗

]
,

µ+
∗ = m∗+

[
K∗m K∗+

]([
Kmm Km+
K+m K++

]
+

[
Σ̂ fm 0

0 σ̂2
f+

])−1 ([
f̂m

f̂+

]
−

[
mm

m+

])
.

We use the superscript + to indicate that this is the posterior distribution of f ∗ taking

into account the new measurement (x+, f̂+).
The problem with the above expression is that calculating the matrix inverse will take

O
(
n3

m

)
. This means that every single added measurement will take O

(
n3

m

)
to incorpo-

rate, which is unacceptable.

Luckily, we can do better. In the above expression, we already know
(
Kmm + Σ̂ fm

)−1

from our previous calculations, and we can use that knowledge when calculating the new
matrix inverse. To keep our notation short, let’s write K̂mm ≡ Kmm + Σ̂ fm and similarly
K̂++ ≡ K+++ σ̂2

f+ . Theorem A.6 now tells us that we have

[
K̂mm Km+
K+m K̂++

]−1

=
[

K̂ −1
mm + K̂ −1

mmKm+∆−1++K+mK̂ −1
mm −K̂ −1

mmKm+∆−1++
−∆−1++K+mK̂ −1

mm ∆−1++

]
(4.24)

=
[

K̂mm 0
0 0

]
+

[−K̂ −1
mmKm+

1

]
∆−1
++

[−K+mK̂ −1
mm 1

]
,

where we have defined ∆++ = K̂++−K+mK̂ −1
mmKm+. Note that, because ∆++ is a scalar, it

is very easy to invert it.
Let’s analyze the runtime of this update law. The hardest part is calculating∆++. This

still takes O
(
n2

m

)
time. Inverting∆++ subsequently takes O (1) time, while expanding the



4

88 4. SPARSE AND ONLINE GAUSSIAN PROCESS REGRESSION

matrix K̂mm to the above matrix takes O (nm) time. Altogether, the update law hence
takes O

(
n2

m

)
time for every single added measurement. Adding nm measurements will

therefore take O
(
n3

m

)
, as is also noted in Table 4.1.

4.2.2. SPARSE ONLINE GAUSSIAN PROCESS REGRESSION

Can we set up a similar online version of the sparse GP algorithm of Section 4.1.3? The
key in this algorithm is to properly keep track of the distribution of the inducing func-
tion values f

u
. That is, we only need to update Σuu and µu from (4.5). This is done,

identically to (4.23), according to

f
u
∼N

(
µ+

u ,Σ+
uu

)
, (4.25)

Σ+
uu = Kuu − [

Kum Ku+
]([

Kmm Km+
K+m K++

]
+

[
Σ̂ fm 0

0 σ̂2
f+

])−1 [
Kmu

K+u

]
,

µ+
u = mu + [

Kum Ku+
]([

Kmm Km+
K+m K++

]
+

[
Σ̂ fm 0

0 σ̂2
f+

])−1 ([
f̂m

f̂+

]
−

[
mm

m+

])
.

We can still rewrite these update laws, to express them in the previous distribution of f
u

.

For this, we should use the old relations

Σuu = Kuu −KumK̂ −1
mmKmu , (4.26)

µu = mu +KumK̂ −1
mm

(
f̂m −mm

)
, (4.27)

as well as the matrix inverse (4.24). This would then give us

Σ+
uu =Σuu − [

Kum Ku+
][−K̂ −1

mmKm+
1

]
∆−1
++

[−K+mK̂ −1
mm 1

][
Kmu

K+u

]
(4.28)

=Σuu − (
Ku+−KumK̂ −1

mmKm+
)
∆−1
++

(
K+u −K+mK̂ −1

mmKmu
)

,

µ+
u =µu + [

Kum Ku+
][−K̂ −1

mmKm+
1

]
∆−1
++

[−K+mK̂ −1
mm 1

]([
f̂m

f̂+

]
−

[
mm

m+

])
(4.29)

=µu + (
Ku+−KumK̂ −1

mmKm+
)
∆−1
++

((
f̂+−m+

)−K+mK̂ −1
mm

(
f̂m −mm

))
.

Here we see that, to update the distribution of f
u

, we still need to calculate∆++. In other

words, the online sparse GP regression algorithm is just as slow as the regular online GP
regression algorithm. Luckily, the online FITC algorithm offers better results.

4.2.3. ONLINE FITC REGRESSION

Earlier (Section 4.1.4) we discussed the intuitive interpretation of the FITC algorithm. It
comes down to using each measurement (xmi , f̂mi ) individually to predict the posterior
distribution of f

u
and then merging all these distributions together in the proper way.

This means that, to update the distribution of f
u

within the FITC algorithm, we can first
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predict the distribution of f
u

using only the new measurement. We write this as

f
u
∼N

(
µ′

u ,Σ′
uu

)
, (4.30)

Σ′
uu = Kuu −Ku+K̂ −1

++K+u ,

µ′
u = mu +Ku+K̂ −1

++
(

f̂+−m+
)

.

We then merge this together with the previous posterior distribution of f
u

and unmerge

the prior distribution of f
u

to prevent ourselves from using it twice. This gives us the

update law

N
(
µ+

u ,Σ+
uu

)=N
(
µ′

u ,Σ′
uu

)⊕N
(
µu ,Σuu

)ªN (mu ,Kuu) . (4.31)

Calculating µ+
u and Σ+

uu in this way would work, but it is not the most efficient way to
calculate them. To be precise, one update would cost O

(
n3

u

)
time. We can do better, and

we will do so through a somewhat different solution method.
Suppose that we already know x+, but we have not obtained the measurement f̂+ yet.

What can we then say about the distribution of f +? In this case, according to (4.9), it is

given by [
f +
f

u

]
∼N

([
µ+
µu

]
,

[
Σ++ Σ+u

Σu+ Σuu

])
, (4.32)[

Σ++ Σ+u

Σu+ Σuu

]
=

[
K++−K+uK −1

uu (Kuu −Σuu)K −1
uu Ku+ K+uK −1

uuΣuu

ΣuuK −1
uu Ku+ Σuu

]
,[

µ+
µu

]
=

[
m++K+uK −1

uu

(
µu −mu

)
µu

]
.

The key insight is that this is the prior distribution of f + and f
u

, and our measurement

f̂+ is a measurement of f +. And we already know how to incorporate measurements into

distributions. We just use the default GP regression equation (2.30). The result (which is
also confirmed by Theorem B.36) will be[

f +
f

u

]
∼N

([
µ++
µ+

u

]
,

[
Σ+++ Σ++u
Σ+

u+ Σ+
uu

])
, (4.33)

[
Σ+++ Σ++u
Σ+

u+ Σ+
uu

]
=

Σ++
(
Σ+++ σ̂2

f+

)−1
σ̂2

f+ σ̂2
f+

(
Σ+++ σ̂2

f+

)−1
Σ+u

Σu+
(
Σ+++ σ̂2

f+

)−1
σ̂2

f+ Σuu −Σu+
(
Σ+++ σ̂2

f+

)−1
Σ+u

 ,

[
µ++
µ+

u

]
=

 (
Σ+++

)−1
(
Σ−1++µ++ σ̂−2

f+ f̂+
)

µu +Σu+
(
Σ+++ σ̂2

f+

)−1 (
f̂+−µ+

)
 .

Note the distinction between the old parameters before we obtained our new measure-
ment (without superscript +) and the new parameters, updated using our new measure-
ment (with superscript +).
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The most important part of the above distribution is of course the new distribution
N

(
µ+

u ,Σ+
uu

)
of the inducing function values f

u
. We can use the above update law to

incorporate single measurements, one by one. We can even do so right from the start,
where we start with the prior distribution N (mu ,Kuu). And at every point in time, if we
want to make predictions f ∗, we can just plug the values of µu and Σuu into (4.9).

So how long does it take to update the distribution N
(
µu ,Σuu

)
? Assuming that we

already know K −1
uu (which does not change), we can calculate Σ++ in O

(
n2

u

)
time, and

similarly update Σ+++ in O
(
n2

u

)
time. A single update hence takes O

(
n2

u

)
time, while in-

corporating a set of nm measurements would take O
(
nmn2

u

)
time. Given that nu is gen-

erally a lot smaller than nm , this is a significant improvement compared to using regular
online or sparse online GP regression.

There is still another advantage to this algorithm, and it concerns the memory re-
quirements. In the online FITC algorithm, we do not need to keep track of all measure-
ments. In fact, as soon as we have incorporated a measurement into the distribution of
f

u
, we do not need it anymore. We can safely discard it. In the offline FITC algorithm we

still needed to set up Kmu , but the only thing that we need to remember now is the dis-
tribution of f

u
, irrespective of how many measurements we get. As such, the memory

required for the online FITC algorithm reduces from O (nmnu) to O
(
n2

u

)
.

Finally, we can look at the learning progress of the algorithm. One way of doing this is
by examining the posterior varianceΣui ui of each individual inducing function value f

ui

compared to the prior variance Kui ui . That is, we examine the ratio between variances
Σui ui /Kui ui or alternatively the ratio between standard deviations

√
Σui ui /Kui ui . We call

the latter ratio the learning index of the inducing function value. When we keep track of
the learning indices during the learning process, we find Figure 4.5.

4.2.4. ONLINE PITC REGRESSION

We can set up an online PITC algorithm in the same way. How this online algorithm
works depends on what we want to do with it.

The most common way to set up an online PITC algorithm is to add a small subgroup
of measurements (X+, f+), all together in one update. In this case, the updating process
is identical to the updating process of the online FITC algorithm. We first set up the prior
distribution of f + and f

u
, given the data that we have. Identically to (4.32), it equals

[
f +
f

u

]
∼N

([
µ+
µu

]
,

[
Σ++ Σ+u

Σu+ Σuu

])
, (4.34)[

Σ++ Σ+u

Σu+ Σuu

]
=

[
K++−K+uK −1

uu (Kuu −Σuu)K −1
uu Ku+ K+uK −1

uuΣuu

ΣuuK −1
uu Ku+ Σuu

]
,[

µ+
µu

]
=

[
m++K+uK −1

uu

(
µu −mu

)
µu

]
.

Then we incorporate the measurement f̂+ with corresponding measurement noise ma-
trix Σ̂ f+ for this new subgroup of input points. This turns the update law, identically
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Figure 4.5: The learning indices
√
Σui ui /Kui ui during the execution of the online FITC algorithm, for each of

the inducing function values. The data used is the same as the data from Figure 4.1, and measurement points
were used in ascending order, based on the input xm . A learning index of 1 means ‘no data’ while an index of 0
means ‘infinite certainty’. You can see that, when a measurement is performed near an inducing input point,
the learning index will jump downward.

to (4.33), into [
f +
f

u

]
∼N

([
µ++
µ+

u

]
,

[
Σ+++ Σ++u
Σ+

u+ Σ+
uu

])
, (4.35)

[
Σ+++ Σ++u
Σ+

u+ Σ+
uu

]
=

[
Σ++

(
Σ+++ Σ̂ f+

)−1
Σ̂ f+ Σ̂ f+

(
Σ+++ Σ̂ f+

)−1
Σ+u

Σu+
(
Σ+++ Σ̂ f+

)−1
Σ̂ f+ Σuu −Σu+

(
Σ+++ Σ̂ f+

)−1
Σ+u

]
,

[
µ++
µ+

u

]
=

 (
Σ+++

)−1
(
Σ−1++µ++ Σ̂−1

f+ f̂+
)

µu +Σu+
(
Σ+++ Σ̂ f+

)−1
(

f̂+−µ+
) .

This is the usual update law for the PITC algorithm.

However, instead of adding a completely new subgroup, we could also add a single
measurement (x+, f̂+) to an already existing subgroup Xmi of measurement points. (Or
do so with multiple new measurements at the same time; the process is identical.) Be-
cause this new point x+ is linked to the points within Xmi , we cannot just ignore the

measurements done on f
mi

. To be precise, these measurements f̂mi affect the prior dis-

tribution of f + in ways which we could not derive from the distribution of f
u

. As such,

we need to adjust (4.34).

We will only discuss the outcome of this process. (For some of the mathematics, see
Theorem B.37.) But before we can do that, we first have to make a slight change in the
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way we write our expressions. We will use the notation

Λab ≡ Kab −KauK −1
uu Kub , (4.36)

for any sensible subscripts a and b. In this case, the expression for Σ++ from (4.34) can
also be written asΛ+++K+uK −1

uuΣuuK −1
uu Ku+. Keeping this in mind, we will now define

Λ̃++ ≡Λ++−Λ+mi

(
Λmi mi + Σ̂mi mi

)−1
Λmi+, (4.37)

K̃u+ ≡ Ku+−Kumi

(
Λmi mi + Σ̂mi mi

)−1
Λmi+, (4.38)

K̃+u ≡ K+u −Λ+mi

(
Λmi mi + Σ̂mi mi

)−1
Kmi u , (4.39)

m̃+ ≡ m++Λ+mi

(
Λmi mi + Σ̂mi mi

)−1
(

f̂mi −mmi

)
. (4.40)

Given these new definitions, we can set up the new prior distribution of f + together with

f
u

. It follows as [
f +
f

u

]
∼N

([
µ+
µu

]
,

[
Σ++ Σ+u

Σu+ Σuu

])
, (4.41)[

Σ++ Σ+u

Σu+ Σuu

]
=

[
Λ̃+++ K̃+uK −1

uuΣuuK −1
uu K̃u+ K̃+uK −1

uuΣuu

ΣuuK −1
uu K̃u+ Σuu

]
,[

µ+
µu

]
=

[
m̃++ K̃+uK −1

uu

(
µu −mu

)
µu

]
.

After calculating this distribution, we can incorporate the measurement performed on
f + in the usual way through (4.33). This then allows us to update the distribution of f

u
,

which was our main goal.
With the two PITC updating methods that we just examined, we can hence both add

new subgroups to the PITC algorithm and make existing subgroups larger. Both update
methods can be valuable in the right situations. In fact, when using the latter update
method, we should be careful not to let the subgroups grow to big, which would slow
our algorithm down. But if a subgroup does happen to become too large, we can of
course use the first update method to set up a new subgroup and continue from there.

4.2.5. NUMERICAL STABILITY OF THE ONLINE METHODS
The online methods we have developed make Gaussian process regression much more
powerful. It is always possible to efficiently incorporate new data into the regression
method.

There is only one significant downside to the online methods. Every time we update
Σuu , incorporating a new measurement, small numerical errors seep into Σuu . Though
in theory this matrix always remains positive definite, numerical problems may occur
after a large number of measurements, which may cause it to be singular. This could
potentially make future predictions invalid.

I personally know of two reasonable ways to solve this issue. The first one is to simply
apply the offline FITC equation (4.13) after all. Doing this just once is numerically more
robust than applying nm updates to Σuu .
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Of course applying offline FITC regression is not always possible. Another way to
prevent Σuu from becoming singular is to regularly add a small amount ε to the diago-
nal of Σuu . This effectively adds extra ‘noise’ in the distribution of f

u
, but if ε is small

enough, this should not significantly affect the predictions made by the algorithm, while
it does prevent numerical problems.

Other than these two methods, there might be different ways of keeping track of the
distribution of f

u
that are numerically more stable. For instance, instead of keeping

track of Σuu we could also set up online updates of the quantity Kuu −Σuu (or some
other transformation of Σuu) and use that to make predictions. Another example of this
is discussed in Section 4.3.4. I will leave the whole analysis of the numerical stability of
these methods as a subject for future research though.

4.3. CHOOSING THE INDUCING INPUT POINTS
So far we have assumed that the inducing input set Xu was known. Just like any hyper-
parameter, we can either choose it based on knowledge of the function we are approxi-
mating, or tune it automatically. And both can be done offline or online. Let’s take a look
at how that works.

We will start with the offline case. First we look at how to manually choose inducing
input points (Section 4.3.1) and then we examine how we can automatically tune them
(Section 4.3.2). We follow up with the online case (Section 4.3.3). At the end we also look
at an alternative way of keeping track of the distribution of the inducing function values
(Section 4.3.4).

4.3.1. MANUALLY CHOOSING THE INDUCING INPUT POINTS OFFLINE
Suppose that we have a set of measurement input points Xm with corresponding mea-
surements f̂m , as well as a set of trial input points X∗ for which we want to predict
the trial function values f ∗. What would be good locations to place the inducing input
points?

The first thing we should realize here is that in the training step inducing input points
‘absorb’ information. That is, we use the measurements to predict the inducing function
values f

u
. If our measurements do not give any information about a specific induc-

ing function value f
ui

, then the corresponding inducing input point xui is useless and

might as well be removed. As such, we should put our inducing input points where our
measurements provide data.

In the prediction step things are reversed: now the inducing input points ‘provide’
information to make predictions. If we make a prediction f ∗ for a trial point x∗ far away

from any inducing input point, then the prediction will likely be very inaccurate. As such,
we should put our inducing input points where we want to make predictions.

Finally we should note that having two inducing input points on exactly the same
place is pointless. (Or worse: detrimental because it makes Kuu singular.) Using only
one of the two points will give exactly the same results as both points together. As such,
there should be a reasonable spread between inducing input points.

Based on this, we can come up with a basic rule for choosing inducing input points.
Make sure to pick inducing input points that are sufficiently spread out in areas where
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you have both measurement data and where you want to make predictions. The term
‘sufficiently spread out’ here can be read as ‘having roughly a distanceλx between them,’
though this depends on the trade-off between the desired accuracy you want to get and
the computational complexity you can deal with.

There is also a slightly different way to look at this problem. In the ultimate situa-
tion, after we have incorporated infinitely many measurements, we will have Σuu = 0.
This means that we know the inducing function values f

u
deterministically. Still, this is

the only data that we have of making predictions f ∗. So when choosing inducing input

points, we could also ask ourselves, ‘Which function values do we want to know with
infinite precision, such that we can estimate the entire function?’

4.3.2. AUTOMATICALLY TUNING THE INDUCING INPUT POINTS OFFLINE
Next to choosing inducing points manually, we can also automatically tune them. How
to do so depends on the exact assumptions that we make and on what data we have.

First, let’s consider the FITC algorithm from Section 4.1.4. In this algorithm, our as-
sumptions cause Kmm to change. To be precise, it becomes

Kmm ← diag
(
Kmm −KmuK −1

uu Kum
)+KmuK −1

uu Kum =Λmm +KmuK −1
uu Kum , (4.42)

withΛmm still defined according to (4.11). This means that Kmm now depends on Kuu .
An idea here is to use the theory from Section 3.1 and treat Xu as just another hyper-

parameter3. That is, we maximize the likelihood p( f̂m |Xm , Xu) with respect to Xu . This
likelihood equals

p( f̂m |Xm , Xu) =N
(

f̂m |mm ,Kmm + Σ̂ fm

)
. (4.43)

Intuitively, this method comes down to picking the inducing input points Xu that can
best explain the measured data. The method is hence also known as evidence maxi-
mization.

In practice, optimizing the above likelihood often causes numerical problems, so in-
stead we maximize the log-likelihood. Identically to (3.9), this equals

− nm

2
log(2π)− 1

2
log

∣∣Kmm + Σ̂ fm

∣∣− 1

2

(
f̂m −mm

)T (
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
. (4.44)

To obtain some extra computational efficiency, we can also apply

∣∣Λmm + Σ̂ fm +KmuK −1
uu Kum

∣∣=
∣∣∣Kuu +Kum

(
Λmm + Σ̂ fm

)−1
Kmu

∣∣∣ ∣∣Λmm + Σ̂ fm

∣∣
|Kuu |

, (4.45)(
Λmm + Σ̂ fm +KmuK −1

uu Kum
)−1 = (

Λmm + Σ̂ fm

)−1 − (
Λmm + Σ̂ fm

)−1
Kmu (4.46)(

Kuu +Kum
(
Λmm + Σ̂ fm

)−1
Kmu

)−1
Kum

(
Λmm + Σ̂ fm

)−1
.

The first follows from Theorem A.9 and the second from Theorem A.7. When we now
maximize (4.44) with respect to Kuu , we get the results shown in Figure 4.6 (left).

3This approach was first introduced by Snelson and Ghahramani (2006a), although it seems they were not
aware of the assumption they were silently making and how it affected the covariance matrix Kmm , resulting
in a more complicated derivation.
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Figure 4.6: Predictions after tuning of the inducing input points. For the left figure, we did not use any
data of the trial input set X∗ but directly maximized (4.43). For the middle figure, we used a given trial set

X∗ =
[
−2,− 3

2 ,−1,− 1
2 ,0, 1

2 ,1, 3
2 ,2

]
and minimized the determinant of (4.49). For the right figure, we used a

distribution x∗ ∼N (0,1) and minimized (4.53).

Next, let’s consider the sparse GP regression algorithm from Section 4.1.3. In this
algorithm, our assumptions only cause Km∗ to change into KmuK −1

uu Ku∗, but Kmm is un-
affected. Because of this, Kmm does not depend on Kuu , and the above method hence
does not work. We need something else.

A first idea is to pick our inducing input points such that the inducing function values
f

u
absorb a lot of data and hence have a small variance. The variances of the inducing

input points f
u1

, . . . , f
unu

are the diagonal elements of

Σuu = Kuu −Kum
(
Kmm + Σ̂ fm

)−1
Kmu . (4.47)

As such, we can minimize the product of the diagonal elements of the above matrix.
However, this idea will not work. If we would do this, we find an optimum with all induc-
ing input points xu1 , . . . , xunu

being equal to the point xu minimizing

k(xu , xu )−k(xu , Xm)
(
Kmm + Σ̂ fm

)−1
k(Xm , xu ). (4.48)

This does not correspond well to our idea of ‘spreading’ the inducing input points.
A solution arises when we already have a trial input set X∗ given. In this case, we

want to maximize the amount of information contained in the posterior distribution of
f ∗. (Using knowledge of the trial set like this is known as transduction learning.) This

‘amount of information’ depends on the covariance matrix

Σ∗∗ = K∗∗−K∗uK −1
uu Kum

(
Kmm + Σ̂ fm

)−1
KmuK −1

uu Ku∗. (4.49)

To be precise, we want to minimize the determinant |Σ∗∗|, although in practice it is nu-
merically more stable to optimize the logarithm log |Σ∗∗| of this determinant. (This is in
turn equivalent to optimizing the entropy of f ∗. For a brief introduction into entropy,

see Section 6.4.3.) When we do, we can get results as those shown in Figure 4.6 (middle).
When no trial input set X∗ is given, we need to do something else. In this case we can

assume that x∗ ∼N
(
µx∗ ,Σx∗

)
for some properly chosenµx∗ and Σx∗ , and subsequently

minimize the expected posterior variance

E [Σ∗∗] =
∫

X
Σ∗∗N

(
x∗|µx∗ ,Σx∗

)
d x∗. (4.50)
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Depending on the covariance function k(x , x ′) that we use, the above integral may or
may not be analytically solvable. When we use the squared exponential covariance func-
tion (2.35), the integral can be solved analytically. In this case, let’s define the shorthand

P ≡ K −1
uu Kum

(
Kmm + Σ̂ fm

)−1
KmuK −1

uu . (4.51)

Using this definition, we can expand the integral (4.50) into

E [Σ∗∗] =
∫

X
(K∗∗−K∗uPKu∗)N

(
x∗|µx∗ ,Σx∗

)
d x∗ (4.52)

=
∫

X
k(x∗, x∗)N

(
x∗|µx∗ ,Σx∗

)
d x∗

−
∫

X

nu∑
i=1

nu∑
j=1

k(x∗, xui )Pi j k(xu j , x∗)N
(
x∗|µx∗ ,Σx∗

)
d x∗.

The first integral has k(x∗, x∗) = λ2
f as its solution. To solve the second integral, we will

need Theorem A.19. Through it, we can derive the final result

E [Σ∗∗] =λ2
f −λ4

f

√
|Λx |

|Λx +2Σx∗ |
nu∑
i=1

nu∑
j=1

Pi j exp

(
−1

2

(
xui −xu j

)T
(2Λx )−1

(
xui −xu j

))

exp

(
−1

2

( xui +xu j

2
−µ∗

)T (
1

2
Λx +Σx∗

)−1 ( xui +xu j

2
−µ∗

))
. (4.53)

This quantity can then be minimized with respect to the inducing input points xu1 , . . . , xun .
Doing so would result in Figure 4.6 (right).

The two extra tuning methods we have just derived work for the sparse GP regression
algorithm. They can also be applied to the FITC algorithm. In this case, we do need to
adjust Kmm according to (4.42), but then everything works the same. However, we can
obtain a computationally more efficient version of the algorithm if, instead of (4.49), we
use the rewritten version

Σ∗∗ = K∗∗−K∗u

(
K −1

uu −
(
Kuu +Kum

(
Λmm + Σ̂ fm

)−1
Kmu

)−1
)

Ku∗, (4.54)

where we should also redefine P as

P = K −1
uu −

(
Kuu +Kum

(
Λmm + Σ̂ fm

)−1
Kmu

)−1
. (4.55)

For large data sets, these expressions are much more efficient to calculate, although the
method itself essentially remains the same.

So out of the three tuning methods shown in Figure 4.6, which should we use? After
all, they all seem to work. The answer mainly depends on whether you know the trial
function values X∗ and whether you want to take that knowledge into account when
choosing the inducing input points. If you know X∗ exactly, use the second method. If
you do not know X∗ at all, use the first. And if you only have a rough idea of X∗, use the
third method.



4.3. CHOOSING THE INDUCING INPUT POINTS

4

97

The hardest part of each of these methods is the optimization problem. This is dif-
ficult because there are lots of local minima. After all, the order of the inducing input
points is irrelevant, so even if we have found the optimal inducing input points Xu , then
interchanging two inducing input points will result in another optimum. As such, after
tuning the inducing input points, it is always worthwhile to do a quick manual check
of the results to see if they are sensible, or if we have converged to some senseless local
optimum.

4.3.3. ADJUSTING THE INDUCING INPUT POINTS ONLINE
Next, we examine the online case. Suppose that we are continuously obtaining new mea-
surements and updating the distribution of the inducing function values f

u
. Can we

then also adjust the inducing input points Xu themselves?
One option here is to keep track of all measurements Xm as we go, and use them all

together to tune the inducing input points. This results in the offline tuning methods
that we just discussed though.

Alternatively, we could try to use only the last measurement (xmi , f̂mi ) we have ob-
tained to tune the inducing input points. However, using a single measurement to tune
a multitude of parameters is very unlikely to give good results.

That is why I prefer to use a very simple update rule. ‘If the new measurement point
xmi is not close to any already existing inducing input point xu j , then we will add xmi as
new inducing input point.’ Here, ‘close’ can mean that we have(

xmi −xu j

)T
Λ−1

x

(
xmi −xu j

)
< c, (4.56)

where c is some manually chosen threshold. I personally prefer to start with c = 1 and
decrease c slowly as the algorithm progresses, though this does depend on the exact
application.

The given update rule does pose the question ‘How can we add an inducing input
point?’ Or more general, ‘How can we add a new set of inducing input points Xv to the
current set Xu?’ The answer is surprisingly easy. Given all the data that we have, the new
inducing function value vector will, identically to (4.9), become[

f
u

f
v

]
∼N

([
µu

µv

]
,

[
Σuu Σuv

Σvu Σv v

])
(4.57)[

Σuu Σuv

Σvu Σv v

]
=

[
Σuu ΣuuK −1

uu Kuv

KvuK −1
uuΣuu Kv v −KvuK −1

uu (Kuu −Σuu)K −1
uu Kuv

]
,[

µu

µv

]
=

[
µu

mv +KvuK −1
uu

(
µu −mu

)] .

We can then directly continue processing new measurements using this new inducing
function value vector.

If we use this new distribution of the inducing function values to make predictions,
then initially nothing changes. We still get exactly the same predictions. (Although the
process itself will be a bit slower.) However, we can use this extended set of inducing
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input points when incorporating new data. This basically causes more data to be in-
corporated, causing later predictions to be more accurate than they earlier would have
been.

Next to adding inducing input points, it is also possible to remove inducing input
points. To do so, simply remove the point from Xu and the corresponding element from
f

u
. Naturally, when doing so, there will be some data loss but, depending on the appli-

cation, this may be acceptable.
Since we now know how to add and remove inducing input points, we can take things

one step further. It is also possible to shift inducing input points by a small (or a large)
distance. To do so, just add the new versions of the inducing input points and then im-
mediately remove the old versions. (First removing the old points and then adding the
new ones will not be wise, since it will result in more data loss.) To see this process at
work, take a look at Figure 4.7.

Figure 4.7: The sparse GP regression predictions before and after changing the inducing input set. The left
figure equals Figure 4.1 (right). To get the right figure, we added three inducing input points and removed one,
although you could also say that we ‘shifted’ the inducing input point from 1.5 to 1. Note that adding inducing
input points does not directly improve the accuracy, while removing inducing input points does reduce the
accuracy. However, when new measurements will be incorporated in the future (not done here) these new
inducing input points will improve the accuracy of future predictions.

When using these techniques in an online way, the most commonly used technique
is to add inducing input points as we go, increasing the accuracy where we get most
measurement data. However, it is also possible to slightly adjust the set of inducing in-
put points upon receiving each new measurements. When shifting an inducing input
point by only a tiny distance, hardly any data is lost, but over time this may significantly
improve the distribution of the inducing input points. How to effectively shift around
the inducing input points during such an online learning algorithm to improve the pre-
diction accuracy is still an open question though.

4.3.4. A DIFFERENT MERGING ORDER
In the sparse GP algorithm, we have a training step to predict the distribution of f

u
and a

prediction step to find f ∗. Crucial in this set-up is that we unmerge the prior distribution

N (mu ,Kuu) to prevent using it twice. This is currently done in the prediction step. But
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you may be wondering, ‘Is it also possible to do this in the training step instead?’
The answer is ‘Yes, but it is not very convenient.’ I will explain why. If we do this,

then after the training step we do not wind up with N
(
µu ,Σuu

)
, but instead get the

distribution

N
(
γ,Γ

)=N
(
µu ,Σuu

)ªN (mu ,Kuu) , (4.58)

Γ= (
Σ−1

uu −K −1
uu

)−1

γ= Γ(
Σ−1

uuµu −K −1
uu mu

)
.

The intuitive meaning of N
(
µu ,Σuu

)
was obvious. This new distribution N

(
γ,Γ

)
also

has an intuitive meaning. It is the pseudo measurement distribution at the inducing input
points. That is, if we would do measurements at our inducing points (causing Xm = Xu)
and get a measured vector f̂m = γ with noise covariance Σ̂ fm = Γ, then we would get
exactly the same result as we would get from all our current measurements.

It is interesting here to note the values of both Σuu and Γ when no measurements
are present. In this case Σuu equals the prior covariance Kuu , while Γ equals the infinite
covariance matrix ∞. It effectively tells us we do not have a clue (apart from the prior
distribution) what the inducing function values are.

We can also find training and prediction equations for this alternative notation. The
training relation for the sparse GP algorithm of Section 4.1.3 (what used to be (4.5)) be-
comes

Γ= Kuu

(
Kum

(
Kmm + Σ̂ fm

)−1
Kmu

)−1
Kuu −Kuu , (4.59)

γ= mu +Kuu

(
Kum

(
Kmm + Σ̂ fm

)−1
Kmu

)−1
Kum

(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
, (4.60)

while the prediction equation (what used to be (4.9)) turns into

Σ∗∗ = K∗∗−K∗u (Kuu +Γ)−1 Ku∗, (4.61)

µ∗ = m∗+K∗u (Kuu +Γ)−1 (
γ−mu

)
. (4.62)

Here we see two problems with this new scheme though. First of all, when we only have

few measurements (nm < nu) then the matrix
(
Kum

(
Kmm + Σ̂ fm

)−1
Kmu

)
will be singular.

As a result, the above training equation fails.
Although this can be worked around, we also have another issue. When we do find Γ,

then we still need to invert it to make predictions, while we did not need to do so when
we were working with Σuu . As such, the prediction phase in this new set-up costs more
time than in our previous set-up as well.

Both these problems cause this set-up to be much less useful than the regular set-up
that we considered in the rest of this chapter, which is why we stick with that set-up.

4.4. APPLICATIONS OF SPARSE ONLINE GP REGRESSION
It is time to apply the algorithms we have developed in this chapter. We will do two
experiments. In the first one we apply the algorithms to a simple two-dimensional trial
function and compare their performance (Section 4.4.1). In the second experiment we



4

100 4. SPARSE AND ONLINE GAUSSIAN PROCESS REGRESSION

bring in the pitch-plunge problem from Section 2.6 and apply the various algorithms to
this more practical five-dimensional test case (Section 4.4.2).

4.4.1. A COMPARISON BETWEEN ALGORITHMS
As an experiment, we will approximate a trial function using the various algorithms. The
function that we will use is the semi-randomly chosen function

f (x1, x2) =
( x1

4

)2
+

( x2

2

)2
−1− sin

(
2π

x1

4

)(
1− 1

3
cos

(
2π

x2

6

))
+ sin

(
2π

x2

4

)
, (4.63)

which is also displayed in Figure 4.8. We evaluate it on the interval x1, x2 ∈ [−2,2].
The above trial function displays nonlinearities that can be approximated by a squared

exponential covariance function with λ f = λx1 = λx2 = 1. Such an approximation, sub-
ject to a relatively strong measurement noise with standard deviation σ̂ fm = 0.5, is shown
in Figure 4.9.

Figure 4.8: The trial function (4.63) that we will approximate in the experiment.

We want to make a comparison between the various sparse algorithms we have seen
so far. Doing so in a fair way is tricky, because FITC extracts less data out of mea-
surements compared to the regular GP regression algorithm, but it does so much more
quickly. At the same time, PITC is somewhere in-between these two extremes. Because
of this, we will examine six cases.

1. Regular GP regression with 10000 measurements.

2. The PITC algorithm with the same number of measurements (10000) as 1.

3. The PITC algorithm with the same runtime as 1.

4. The FITC algorithm with the same number of measurements (10000) as 1.

5. The FITC algorithm with the same number of measurements as 3.
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Figure 4.9: Approximation of the trial function (4.63) through the regular GP regression algorithm. First nm =
50 measurements (top) were used and then nm = 500 (bottom). The plots show the approximated function
compared to the exact function (left), as well as the error, being the approximated function minus the exact
function (right). Also shown are the measurements (left) and the measurement noise (right). From the error
plot, we can calculate the root mean squared error of the mean. When nm = 50 this becomes RMSE = 0.32.
When nm = 500 this is RMSE = 0.14.
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6. The FITC algorithm with the same runtime as 1 and 3.

It is usually hard to predict the runtime of an algorithm in advance. However, with the
online algorithms of Section 4.2, we can just keep adding measurements until we are
out of time, solving that problem. We will also compare the online algorithms with the
offline algorithms of Section 4.1, to see if one is faster than the other.

To compare the accuracy of the algorithms, we will calculate the root mean square
error over the input space. A lower RMSE is of course better, and Figure 4.9 has already
shown that more measurements generally results in a lower RMSE. When we set up the
experiments, we get the results shown in Table 4.2.

Table 4.2: The performance of the six test cases described in the main text. For the PITC algorithm, measure-
ments were added in groups of nu measurements. The experiments were run on a regular home computer.
Note that there are some deviations in runtimes due to other processes running on the computer. For instance,
the two runtimes given for case 1 should in theory be identical, but are off by about 3%.

nu = 81 inducing input points nu = 25 inducing input points

Case nm t (offline) t (online) RMSE nm t (offline) t (online) RMSE

1 (GP) 10k 9.20s N/A 0.037 10k 9.51s N/A 0.037

2 (PITC) 10k 0.26s 0.50s 0.037 10k 0.23s 0.46s 0.065

3 (PITC) 642k 7.88s 9.20s 0.0073 970k 6.69s 9.51s 0.059

4 (FITC) 10k 0.20s 0.80s 0.037 10k 0.09s 0.52s 0.066

5 (FITC) 642k 3.62s 49.8s 0.0073 970k 1.73s 48.5s 0.060

6 (FITC) 104k 0.74s 9.20s 0.013 159k 0.35s 9.51s 0.061

There are a couple of things we can notice from Table 4.2. Let’s make a list of the most
important conclusions.

• The effects of the number of inducing inputs nu

In general, using less inducing input points results in a faster algorithm. However,
if we pick too few inducing input points, then the performance of the algorithm de-
creases significantly. Having a fixed grid of 9×9 inducing input points seems to be
sufficient for this problem. In this case, given the same number of measurements,
the accuracy of the FITC and PITC algorithms is identical to that of the regular GP
algorithm. However, when using a fixed grid of 5×5 inducing input points, these two
algorithms will never be able to properly approximate the trial function. You could
say that the approximating power of these 25 basis functions is not sufficient to ap-
proximate the trial function.

• The effects of the number of measurements nm

The more measurements we use, the more accurate our predictions become. This
holds everywhere, seemingly without exception. But at the same time, the more
measurements we use, the more time we need to process them. And as predicted,
the runtime of the FITC and PITC algorithms is roughly linear in the number of mea-
surements.

• The differences between offline and online algorithms
The offline and online algorithms have exactly the same accuracy, as could be ex-
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pected. However, the online algorithms are slower than the offline algorithms. The
reason behind this is extra overhead. For instance, for online algorithms we have to
calculate Ku+ separately for nm different points, while for offline algorithms we have
to calculate Kum only once. The process is the same, but the latter is done faster.

• The effects of the choice of algorithm
Given the same number of measurements, the GP regression algorithm always seems
to be more accurate than the FITC and PITC algorithms. However, for this two-
dimensional problem, if enough inducing input points are used, then this difference
is generally very small. Given the same amount of runtime, however, things are very
different. Now FITC and PITC significantly outperform the regular GP regression al-
gorithm for the simple reason that they can incorporate more measurements.
When comparing the runtimes of FITC and PITC, something interesting can be seen.
Apparently offline FITC is faster than offline PITC, but online FITC is slower than
online PITC. You would expect FITC to always be faster than PITC. What is going on
here?
This can be explained by the implementation of the algorithms in Matlab. In gen-
eral, Matlab loops are very slow. The online implementations of FITC and PITC both
require such loops. However, PITC adds measurements in groups while FITC adds
them one by one. Hence, the FITC algorithm requires many more iterations, making
it slower than the PITC algorithm. If we would add measurements in groups in the
online FITC algorithm too, it would be faster than the online PITC algorithm as well.

In general, the FITC and PITC algorithms perform very similarly. The main conclusion
for both of these sparse algorithms is that they are a lot faster than the regular GP regres-
sion algorithm. Although if this extra speed is used to incorporate more measurement
data, and if a sufficient number of inducing input points is used, then these algorithms
will be much more accurate instead.

4.4.2. APPLICATION TO THE PITCH-PLUNGE SYSTEM

Next, we will revisit the pitch-plunge system from Section 2.6 and once more apply re-
gression to identify the system.

Just like previously when making Figure 2.15, we will put the system in a random
initial state

[
hk ,αk , ḣk , α̇k

]
, apply a random control input βk and see where the system

winds up after a time step ∆t = 0.1s. This constitutes one ‘measurement’. After making
nm such measurements, we can approximate the next height hk+1 and pitch angle αk+1.

We will make this approximation with regular GP regression, with the PITC algorithm
and with the FITC algorithm. For both the PITC and FITC algorithm, we use nu = 49
inducing input points (a grid of 7 by 7), which is sufficient since using more inducing
input points will give exactly the same results. For the PITC algorithm, we can also vary
the size of the subgroups of measurements that we use. We will use either groups of 50
or groups of 200 measurements.

For each of these algorithms, we will examine two quantities. First there is the run-
time of the algorithm, and secondly the accuracy. This accuracy is quantified through
the root mean squared error of the output.

The problem here is that we do not precisely know the ‘correct’ output. However, if
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Figure 4.10: A remake of Figure 2.15. We used nm = 1000 measurements, through which we approximated
hk+1 (left) and αk+1 (right). The algorithms applied were regular GP regression (top row), PITC regression
with groups of size 200 (second row) and 50 (third row) and FITC regression (bottom row). The accuracy of the
algorithms becomes lower as more simplifying assumptions are made.
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Figure 4.11: The runtime (left) and accuracy (middle and right) of the GP, PITC and FITC algorithms with
respect to the number of measurements used. For the PITC, also the size of the added groups of measurements
was varied, either being 50 or 200. These measurements were randomly grouped together. Tests were run on
a regular home computer. This resulted in the variations (spikes) in the runtime, which are most likely due to
background processes.

we put the system in a stationary initial state 10000 times like in Figure 2.14 and apply
GP regression to this, we get an extremely accurate estimate, which can be considered
the ‘true’ output of the system. We use this to calculate the error and subsequently the
RMSE of the predictions.

When using nm = 1000 measurements, we get the predictions shown in 4.10. The
way in which the runtime and the accuracy of the algorithms depend on the number of
measurements is shown in Figure 4.11.

Some very interesting conclusions can be drawn from the figures. First of all, in Fig-
ure 4.11 (left) we see that the runtime of both FITC and PITC is much better than the
runtime of GP regression for large numbers of measurements. While the runtime of GP
regression scales roughly cubically, the runtime of FITC and PITC indeed scales linearly.

However, contrary to the experiment of Section 4.4.1, now there is a strong differ-
ence in accuracy between the algorithms. Both the RMSE plots of Figure 4.11 (middle
and right) and the approximations of Figure 4.10 show that the GP regression algorithm
performs much better than the other algorithms. So what causes this? Why are the re-
sults so different?

To get from the GP algorithm to the FITC algorithm, we made two assumptions: the
inducing input assumption and the FITC assumption. If we only make the inducing in-
put assumption, and hence apply the sparse GP algorithm of Section 4.1.3, we get nearly
the same results as the regular GP regression algorithm. (Results are not shown here, but
for nu = 49 the RMSE is less than 1% higher, and for nu = 81 the RMSE is identical.) So the
inaccuracies are hence caused by the FITC assumption. This is also confirmed by the fact
that the PITC algorithm performs much better than the FITC algorithm. So apparently,
while the FITC assumption did not have much effect in two-dimensional applications, it
does have a significant effect in higher-dimensional applications.

To solve this issue, we either have to stick with the regular GP regression algorithm
and suffer very long runtimes, or use the PITC algorithm with sufficiently large sub-
groups. Which option to go for depends on how much runtime and how many mea-
surements are available.

One possible improvement can still be made in the algorithm by grouping the right
measurements together in the PITC algorithm. Currently, the PITC algorithm just put
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random measurements together in groups. By putting measurements together in groups
that are strongly correlated, or whose covariance deviates strongly with respect to the
covariance assumed by the FITC assumption, we might still be able to gain additional
accuracy.

4.5. OVERVIEW OF LITERATURE AND CONTRIBUTIONS
As in every chapter, we take a look at the earlier literature on this subject as well as sug-
gestions for future research.

4.5.1. LITERATURE OVERVIEW

As Gaussian processes gained popularity in the late 90s and early 2000s, so did the inter-
est rise in applying it to larger data sets. Several different people came up with methods
to reduce the runtime of the regression algorithm. A few examples are the contributions
by Smola and Bartlett (2001), Csató and Opper (2002), Seeger et al. (2003) and Snelson
and Ghahramani (2006a).

This all came together in the unifying view presented by Candela and Rasmussen
(2005). They showed that the algorithms set up by the other all used some sort of in-
ducing input function. And although the exact details differed – some algorithms used
predefined inducing input points, others set them equal to measurements, others tuned
them – the main idea of all the algorithms was very similar.

In the meantime, various other techniques are tried to enable GP regression to be ap-
plied to big data. The most promising one was developed by Hensman et al. (2013), who
use the theories on stochastic variational inference from Hoffman et al. (2012), Hens-
man et al. (2012) to set up a new regression algorithm. They claim to have reduced the
runtime of the algorithm from O

(
nmn2

u

)
to O

(
n3

u

)
. For more background on variational

inference, see Titsias (2009), Titsias and Lawrence (2010), Gal et al. (2014), McHutchon
(2014).

When dealing with big data sets, it may of course also be wise to apply multiple pro-
cessing units which share the computational and memory load among them. Setting up
the algorithm in such a distributed way is not as trivial as it initially sounds though. More
information on this can be found in the work of Deisenroth and Ng (2015).

There has also been a variety of work done on online GP regression. An early paper
on this was written by Csató and Opper (2002). This paper went beyond the FITC as-
sumption and assumed that, given the inducing function values f

u
, the measurement

function values f
m

could be known deterministically. This assumption is equivalent to

assuming Kmm = KmuK −1
uu Kmu and was dubbed the Deterministic Training Conditional

(DTC) assumption by Candela and Rasmussen (2005).
Others expanded on this work, like Ranganathan et al. (2011) who update and down-

date a Cholesky factorization of the covariance matrix K . In the end, they aim to wind
up with the most efficient Subset of Data (SoD) approximation. That is, they only use the
measurements that together give the best approximation. Other work was done by Kou
et al. (2013), who use an FITC approximation but constrain themselves to inducing in-
puts chosen from the set of training inputs. So it seems that, without realizing it, these
people have constrained themselves to unnecessary assumptions.
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Such extra constraining assumptions were not made by Huber (2013), Huber (2014).
His recursive Gaussian process method was inspired by the Kalman filter. As such, it does
not use conventional GP notations. At the same time I developed my own online GP
methods, published through Bijl et al. (2015). After careful analysis, both these methods
turn out to be exactly the same and effectively are implementations of the online FITC
algorithm. In the meantime, the expressions for this algorithm, as well as those of the
online PITC algorithm, have been developed further to the more intuitive form in which
they have been presented in this chapter.

4.5.2. SUGGESTIONS FOR FURTHER RESEARCH

In science, and in life in general, every answered question usually raises two more. Below
are some things that I am still curious about.

• Constrained FITC regression
Can the constrained GP regression algorithm of Section 3.3 be combined with the
FITC algorithm? If so, what would the intuitive view on this be? And what are the
resulting regression equations?

• Tuning the number of inducing input points
More inducing input points will always be able to store more information than fewer
inducing input points. However, after a certain number of inducing input points,
the additional ‘information gain’ seems to be minimal. At the same time, using more
inducing input points does significantly increase the computational complexity of all
algorithms. Would there be some way to tune the number of inducing input points?
In other words, can we figure out when the additional information gain of using an
extra inducing input point becomes so small that it is pointless to add more inducing
input points? A good starting point to investigate this would be to plot the entropy
of f ∗ (or the log-determinant log |Σ∗∗|) that can optimally be obtained, versus the

number nu of inducing input points used, for a certain example set of measurements
(Xm , f̂m ).

• Online tuning/shifting of inducing input points
We know from Section 4.3.3 how to change the inducing input points online. But is it
also possible to tune them in an online way, if we only receive one measurement at a
time and have to discard it before we get the next measurement? Can we adjust our
inducing points in such a way as to improve one of the quantities like (4.44) or (4.54)
that we want to optimize?

• Improving subgroups used by the PITC algorithm
In this chapter, when applying the PITC algorithm, we have always randomly put
measurements together in groups. However, is there a better way of putting measure-
ments together in groups? Do we get more accurate predictions if we put measure-
ments together that are strongly correlated? Or is there some other way of putting
measurements together that results in a better accuracy?

• Analyzing the numerical stability of online updates
In Section 4.2.5 we noted that the many updates in online GP regression algorithms
may cause numerical problems. When exactly do these problems occur? How sig-
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nificant are they? And what would be the best way to prevent them or work around
them? Do the different representations discussed in Section 4.3.4 have any beneficial
effects? Might it be better to store ΣuuK −1

uu instead of Σuu? Or instead only store the
Cholesky decomposition of Σuu? Or are there any better representations?

• Reducing the computational complexity even further.
The runtime of the algorithm is now O

(
nmn2

u

)
. When large nu are necessary, for

instance in multi-dimensional problems, this may cause problems. Can we reduce
this runtime further?
The main idea here is that we do not need the full matrix Σuu . After all, when two
inducing input points xui and xu j are far apart, then Σui u j will be close to zero any-
way, even before we start incorporating measurement data. This leads to the idea of
using a cut-off covariance function k(x , x ′) which is zero whenever the distance be-
tween x and x ′ exceeds a given threshold (for instance 2λx ) and otherwise remains
unchanged. If we take this into account in the proper way while doing regression, we
should be able to obtain a reduction in the runtime. But how exactly does this work?
And what kind of gains could we expect?

• Approximating slowly changing functions
So far we have assumed that the function we are approximating, though noisy, is con-
stant in time. Now suppose that this function actually changes slowly over time. (An
example application is discussed in Section 6.5.7.) Can we take this into account?
Maybe we can do so by increasing the noise variance of older measurements? Or,
when using inducing input points, can we slowly increase the covariance matrix Σuu

over time? Or are there better methods to take these slow function changes into ac-
count?

• Detecting a sudden change in the approximated function
Suppose that we are approximating some function f (x), taking measurements from
it. But suddenly, without us being aware of it, something has changed in the sys-
tem, and now we take our measurements from a rather different function f ′(x). Can
we, only based on the measurements that we get, detect this change? One idea is
to look at the likelihood p( f̂m |xm ) that we obtain the measurement value f̂m . If this
likelihood is too small, and its reciprocal (the so-called surprise) is hence too high,
possibly for multiple measurements in a row, then this could indicate that we are
now approximating a different function.
But that leaves the question of how we should deal with it. Should we fully ignore
all earlier measurements and start over? Or should we still take them into account
in some way? One suggestion is to increase the noise corresponding to these older
measurements, based on the likelihood of the measurements we are obtaining now.
In other words, being very surprised about a new measurements would cause us to
reduce the believed accuracy of earlier measurements. But by how much should we
do this? Or is there potentially a better way of taking this into account?
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Summary — When applying Gaussian process regression we have always assumed that
there is noise on the output measurements fm , but not on the input points x . This as-
sumption does of course not always hold: the input points can be subject to noise as well.

When the trial input points x∗ are subject to noise, we can integrate over all possible trial
input points. This will not result in a Gaussian distribution for the output though. One
solution is to switch to numerical techniques. The more conventional solution is to apply
moment matching instead. When we do, we analytically calculate the mean and covari-
ance of the resulting distribution and use those to approximate the result as a Gaussian
distribution.

When the measurement input points xm are stochastic, these tricks do not work anymore.
One way to work around this is to take the noise on the input points xm into account
through the output noise variance Σ̂m . The more the function we are approximating is
sloped, the more we should take input noise into account like this. We can apply this idea
to regular Gaussian process regression, resulting in the NIGP algorithm, or we can apply it
to sparse methods like FITC, resulting in the SONIG algorithm.

The SONIG algorithm is capable of incorporating new measurements (x̂m , f̂m ) one by one
in a computationally efficient manner. When doing so, it provides us with Gaussian ap-
proximations of the posterior distributions of both the input and the output, as well as the
posterior covariance between these distributions. With this data it is possible to set up for
instance a nonlinear system identification algorithm.

109
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In Gaussian process regression we have always assumed that the measured function val-
ues fm are subjected to noise, while the input points xm or x∗ are known exactly. But
what happens if there is also uncertainty in the input points? In this chapter we look at
how to deal with that.

We start off by studying the case where only the trial input x∗ is uncertain (Sec-
tion 5.1). These methods cannot be applied to stochastic measurement points xm , so
we look into dealing with that afterwards (Section 5.2). We then discuss some exten-
sions to the methods we have developed (Section 5.3), before we do some experiments
(Section 5.4) and discuss existing literature (Section 5.5).

It is also worthwhile to note that this chapter is mathematically rather heavy. Usually,
most of the mathematics is put in the appendix. However, for this chapter it is funda-
mental for the algorithms to understand the probability theory behind it, so that is why
this theory has not been relegated to appendices. For the matrix derivations, we do refer
to appendices.

5.1. USING STOCHASTIC TRIAL POINTS
Suppose that we have a known set of measurement points Xm and corresponding mea-
sured function values f̂m . We now want to predict the function value f∗ (that is, deter-
mine its posterior distribution) for some input point x∗. If x∗ is deterministic, this can
directly be done through the GP regression equation (2.30), repeated as

f ∗ ∼N
(
µ∗(x∗),Σ∗∗(x∗)

)
, (5.1)

µ∗(x∗) = m(x∗)+k(x∗, Xm)
(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
,

Σ∗∗(x∗) = k(x∗, x∗)−k(x∗, Xm)
(
Kmm + Σ̂ fm

)−1
k(Xm , x∗).

However, now suppose that x∗ is instead a random variable x∗, subject to a Gaussian dis-
tribution x∗ ∼N

(
x̂∗, Σ̂x∗

)
. Here, x̂∗ can be seen as the measured value of x∗, while Σ̂x∗ is

the corresponding measurement noise variance. What is now the posterior distribution
of f ∗? That is the question we will find an answer to in this section.

We start by looking at the main idea, which is to integrate over all possible trial points
(Section 5.1.1). This provides us with some problems, and one way to work around this
is through moment matching, which we will briefly look into (Section 5.1.2). Using mo-
ment matching, we then derive expressions for the mean (Section 5.1.3) and the vari-
ance (Section 5.1.4). We derive the same expressions in case we are using a sparse GP
regression method (Section 5.1.5). Finally, we examine the case where we have multiple
stochastic trial input points (5.1.6).

5.1.1. INTEGRATING OVER POSSIBLE TRIAL POINTS

We want to find the posterior distribution p( f∗) of f ∗. We can calculate this through

marginalization. (See Theorem B.1 for background on this.) We then have

p( f∗) =
∫

X
p( f∗|x∗)p(x∗)d x∗. (5.2)



5.1. USING STOCHASTIC TRIAL POINTS

5

111

Figure 5.1: An example Gaussian process (left) to which we feed a trial input of x∗ ∼N
(
0,0.32)

, whose distri-
bution is also shown (left bottom). The resulting probability density of the Gaussian process output is found
through (5.2) (right). This distribution is not Gaussian, but it can be approximated as a Gaussian through mo-
ment matching (Section 5.1.2), where it is possible to analytically calculate the mean through (5.9) and the
variance through (5.19). Note that in this case, because x∗ has a very large variance, this posterior distribution
is not close to being Gaussian. Moment matching is hence a crude approximation. However, usually stochastic
trial points have smaller variances, and then this is much less of an issue.

In this expression, the first probability p( f∗|x∗) is the distribution of f ∗ for a known

trial input x∗, given by (5.1), while the second probability p(x∗) is the distribution of
x∗, which we know as N

(
x̂∗, Σ̂x∗

)
.

Can we solve the integral from (5.2) to find the probability density function p( f∗)?
We can most certainly try. If we fill in the respective terms for the probabilities, we get

p( f∗) =
∫

X

1p|2πΣ∗∗(x∗)
exp

(
−1

2

(
f∗−µ∗(x∗)

)T
Σ−1
∗∗(x∗)

(
f∗−µ∗(x∗)

))
(5.3)

1√
|2πΣ̂x∗ |

exp

(
−1

2
(x∗− x̂∗)T Σ̂−1

x∗ (x∗− x̂∗)

)
d x∗.

Here we see that, to solve the integral, we effectively have to integrate over an exponen-
tial of an expression involving a matrix inverse, which in turn depends in a nonlinear
way on the integrating parameter x∗. Solving this integral analytically is therefore very
complicated, if not impossible.

Luckily, there are numerical methods through which we can at least visualize the
process that is going on. This gives us an intuitive view of what (5.2) actually does, which
is shown in Figure 5.1.

This figure also directly shows us a problem with this approach. The resulting distri-
bution is generally not Gaussian, and we always like to work with Gaussian distributions.
After all, then we only need two numbers (the mean and the variance) to describe the full
distribution. We hence have two options, if we want to continue.

Option one is to accept that our distributions are not Gaussian anymore and deal
with any kind of distribution we may encounter. This can be done in various ways.
For example, we could approximate all non-Gaussian distributions as sum of multiple
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Gaussian distributions (the Gaussian mixture model). Another option is using numer-
ical (particle) methods like the Monte Carlo methods described briefly in Section 6.2.
Though fascinating, this all results in a whole field of research on its own, so we will not
look further into this.

Option two is force all distributions to be Gaussian anyway. This is called moment
matching, and before we continue, we will study some background theory behind mo-
ment matching.

5.1.2. INTERMEZZO: BACKGROUND BEHIND MOMENT MATCHING

Suppose we have some parameter f with a very complicated distribution. Generally
put, the main idea behind moment matching is to take this complicated distribution
and approximate it as some easier distribution with exactly the same moments. We then
assume that f has this easier distribution. With moments, we mean the mean (first mo-
ment), the variance (second moment) and possibly higher moments like the skewness
(third moment), the kurtosis (fourth moment), and so on.

First, consider the case where we only keep the first moment the same. So we replace
the distribution of f with a simpler one with the same meanE[ f ]. The most simple and
obvious case of this is to just substitute the random variable f with a deterministic value
f = E[ f ]. So we replace the uncertain parameter by its mean. Effectively, this sets all
higher order moments to zero. It is very simple and effective, but any information about
the spread of f is lost.

A more powerful form of moment matching also takes into account the second mo-
ment. We now replace the distribution of f by one with the same mean and variance.
The most simple and obvious case of this is to go for a Gaussian distribution. Again,
this effectively sets all higher order moments to minimum values (now not always zero)
forcing the distribution of f to be Gaussian.

It is also possible to take higher order moments into account. However, in this case
the resulting approximated distribution will not be Gaussian anymore, because a Gaus-
sian distribution is already fully defined by its first and second moments. (In fact, the
third moment of a Gaussian distribution is always zero.) In addition, for multivariate
parameters f it is rather difficult to incorporate third and higher moments. Because of
this, we will not use third or higher moments here and stick with moment matching us-
ing only the first two moments.

Let’s take a brief moment to study what moment matching effectively comes down
to. Effectively, we take the distribution of f , calculate its mean and variance, remember
only these two parameters, and then throw all other data (the actual distribution of f )
out of the window. Next, knowing only the mean and variance, we have to come up with
a new distribution for f .

How do we do this? Well, ideally this distribution should have as little information as
possible, other than that it has the correct mean and variance. After all, we cannot just
assume data that isn’t there.

One way to describe this mathematically, is to demand that the distribution should
have the highest possible entropy, where the entropy is a measure of how much uncer-
tainty or how little information is contained within the distribution. (A deterministic
number has zero entropy. For a quick introduction into entropy, see Section 6.4.3.) The
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so-called maximum entropy probability distribution can now be shown to be the Gaus-
sian distribution. So if we only know the mean and variance of f , it is wisest to assume
that f has a Gaussian distribution.

5.1.3. THE EXPECTED VALUE OF THE TRIAL FUNCTION VALUE
Let’s go back to our parameter f ∗. We know that its distribution p( f∗) is given by (5.2),

and that this distribution is non-Gaussian. To approximate as a Gaussian, we need to
know its mean µ∗ and its covariance matrixΣ∗∗. (Note that these two parameters are the
mean and covariance after integrating over all possible values of x∗, while µ∗(x∗) and
Σ∗∗(x∗) are the mean and covariance for a specific given value of x∗.) We will start by
finding an expression for the mean µ∗. Later on we derive the covariance matrix Σ∗∗.

Per definition, the mean of f ∗ can be found through

µ∗ ≡E
[

f ∗

]
=

∫ ∞

−∞
f∗p( f∗)d f∗ =

∫ ∞

−∞

∫
X

f∗p( f∗|x∗)p(x∗)d x∗ d f∗. (5.4)

Contrary to the integral we faced earlier, this integral can be solved analytically for var-
ious kernels like the squared exponential kernel. To do so, we have to interchange the
integrals. This gives us

µ∗ =
∫

X

∫ ∞

−∞
f∗p( f∗|x∗)p(x∗)d f∗ d x∗ =

∫
X

(∫ ∞

−∞
f∗p( f∗|x∗)d f∗

)
p(x∗)d x∗. (5.5)

The inner integral in this expression is the mean of f ∗ at some known trial input point

x∗, which equals µ∗(x∗). We therefore have

µ∗ =
∫

X
µ∗(x∗)p(x∗)d x∗ (5.6)

=
∫

X

(
m(x∗)+k(x∗, Xm)

(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

))
p(x∗)d x∗.

So effectively, to find the mean of f ∗, we integrate over all possible means which f ∗ can

have for varying inputs x∗.
Let’s now define the parameters1 m̄∗ and K̄∗m as

m̄∗ ≡
∫

X
m(x∗)p(x∗)d x∗, (5.7)

K̄∗m ≡
∫

X
k(x∗, Xm)p(x∗)d x∗. (5.8)

In this case, the posterior meanµ∗, given that x∗ has the distribution N
(
x̂∗, Σ̂x∗

)
, equals

µ∗ =
∫

X
m(x∗)p(x∗)d x∗+

(∫
X

k(x∗, Xm)p(x∗)d x∗
)(

Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
(5.9)

= m̄∗+ K̄∗m
(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
.

1In other literature, it is often assumed that the mean function is zero, so m̄∗ is ignored. Additionally, Deisen-
roth (2010) used the notation q for K̄∗m . I will go for K̄∗m because it makes it much more clear how we should
eventually use it in the regression equation.
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It is a familiar expression with slightly adjusted parameters. The values of m̄∗ and K̄∗m

here naturally depend on which mean and covariance function we choose.
Let’s pick the ones that we usually use: the zero mean function m(x) = 0 and the

squared exponential covariance function (2.35). In this case, m̄∗ is obviously zero, while
K̄∗m can be found element-wise, directly from Theorem A.18, as

K̄∗mi =
∫

X
k(x∗, xmi )N

(
x∗|x̂∗, Σ̂x∗

)
d x∗ (5.10)

=λ2
f

√
|Λx |

|Λx + Σ̂x∗ |
exp

(
−1

2

(
x̂∗−xmi

)T (
Λx + Σ̂x∗

)−1 (
x̂∗−xmi

))
.

It is interesting to note that, if Σ̂x∗ = 0, and there is hence no uncertainty in x∗, then K̄∗m

reduces back to K∗m , as can be expected.

5.1.4. THE VARIANCE OF THE TRIAL FUNCTION VALUE
To apply moment matching, we also need to know the covariance Σ∗∗ of f ∗. This is

derived in a similar way, but the process is a bit more complicated.
Per definition, we have

Σ∗∗ =V
[

f ∗

]
=E

[(
f ∗−E

[
f ∗

])2
]

. (5.11)

The key to solving this is to introduce µ∗(x∗) into the expression. Note that µ∗(x∗) is
the mean for a specific trial input x∗, while µ∗ is the expected mean, integrated over all
potential trial inputs. Using this, we can rewrite the above as

Σ∗∗ =E
[((

f ∗−µ∗(x∗)
)
+ (
µ∗(x∗)−µ∗

))2
]

(5.12)

=E
[(

f ∗−µ∗(x∗)
)2

]
+E

[(
µ∗(x∗)−µ∗

)2
]
+2E

[(
f ∗−µ∗(x∗)

)(
µ∗(x∗)−µ∗

)]
.

We will solve these terms one by one, starting with the third, continuing with the first
and ending with the second. The third term actually turns out to be zero. The short way
of explaining this would be to say that only the first term within the expectation operator
depends on f ∗, and taking the expectation over f ∗ would turn this term into zero. This

explanation may be a bit too quick to follow though, so we will just expand the equation
to show what we mean with it. When we do, we find

E
[(

f ∗−µ∗(x∗)
)(
µ∗(x∗)−µ∗

)]
(5.13)

=
∫ ∞

−∞

∫
X

(
f∗−µ∗(x∗)

)(
µ∗(x∗)−µ∗

)
p( f∗|x∗)p(x∗)d x∗ d f∗

=
∫

X

∫ ∞

−∞
(

f∗−µ∗(x∗)
)(
µ∗(x∗)−µ∗

)
p( f∗|x∗)p(x∗)d f∗ d x∗

=
∫

X

(∫ ∞

−∞
(

f∗−µ∗(x∗)
)

p( f∗|x∗)d f∗
)(
µ∗(x∗)−µ∗

)
p(x∗)d x∗.
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Now the inner integral evaluates as zero. After all, given x∗, the expectation of f ∗ be-

comes µ∗(x∗). And because the inner integral is zero, the whole term is zero as well.
Next, we continue with the first term of the sum (5.12). It can be evaluated as

E

[(
f ∗−µ∗(x∗)

)2
]
=

∫ ∞

−∞

∫
X

(
f∗−µ∗(x∗)

)2 p( f∗|x∗)p(x∗)d x∗ d f∗ (5.14)

=
∫

X

(∫ ∞

−∞
(

f∗−µ∗(x∗)
)2 p( f∗|x∗)d f∗

)
p(x∗)d x∗

=
∫

X
Σ∗∗(x∗)p(x∗)d x∗.

Note that we have reduced the inner integral to Σ∗∗(x∗). This is because the inner inte-
gral denotes the variance of f ∗ for a given trial input point x∗. Since we know Σ∗∗(x∗)

from (5.1), we can solve this integral. We will do so soon.
But first we look at the second term from (5.12). Note that there is no f∗ in the inte-

grand here, so the integral over p( f∗|x∗) reduces to one. As a result, we have

E
[(
µ∗(x∗)−µ∗

)2
]
=

∫ ∞

−∞

∫
X

(
µ∗(x∗)−µ∗

)2 p( f∗|x∗)p(x∗)d x∗ d f∗ (5.15)

=
∫

X

(
µ∗(x∗)−µ∗

)2 p(x∗)d x∗.

We also know the expression of µ∗(x∗) from (5.1), which means we should be able to
solve this integral too.

Concluding, the expression for Σ∗∗ equals

Σ∗∗ =
∫

X

(
Σ∗∗(x∗)+ (

µ∗(x∗)−µ∗
)2

)
p(x∗)d x∗. (5.16)

This expression is actually quite intuitive. The first termΣ∗∗(x∗) adds up all the variances
that are already present in f ∗, while the second term takes into account a varying mean
µ∗(x∗).

Now let’s see how we can solve the integral. To do so, we will use the shorthand

notation P = (
Kmm + Σ̂ fm

)
and α = P−1

(
f̂m −mm

)
, just like we did in Section 3.1. The

expression for Σ∗∗ can now be written as

Σ∗∗ =
∫

X

(
Σ∗∗(x∗)+µ∗(x∗)2)p(x∗)d x∗−µ2

∗ (5.17)

=
∫

X

(
k(x∗, x∗)−k(x∗, Xm)P−1k(Xm , x∗)+ (m(x∗)+k(x∗, Xm)α)2)p(x∗)d x∗−µ2

∗

=
∫

X

(
k(x∗, x∗)−k(x∗, Xm)

(
P−1 −ααT )

k(Xm , x∗)

+m(x∗)k(x∗, Xm)α+m(x∗)2)p(x∗)d x∗−µ2
∗.

To solve this further, we need to specify which mean and covariance function we use. If
we once more go for the zero mean function, then everything involving m(x∗) will drop
out. Going for the squared exponential covariance function also means that k(x∗, x∗) =
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λ2
f . That leaves us with one more difficult integral to solve. The key here is to define

Q = P−1 −ααT . If we denote the elements of Q as Qi j , then we have

Σ∗∗ =λ2
f −

∫
X

nm∑
i=1

nm∑
j=1

k(x∗, xmi )Qi j k(xm j , x∗)N
(
x∗|x̂∗, Σ̂x∗

)
d x∗−µ2

∗. (5.18)

Using Theorem A.19, the solution of this directly follows as2

Σ∗∗ =λ2
f −λ4

f

√
|Λx |

|Λx +2Σ̂x∗ |
nm∑
i=1

nm∑
j=1

Qi j exp

(
−1

2

(
xmi −xm j

)T
(2Λx )−1

(
xmi −xm j

))

exp

(
−1

2

( xmi +xm j

2
− x̂∗

)T (
1

2
Λx + Σ̂x∗

)−1 ( xmi +xm j

2
− x̂∗

))
−µ2

∗. (5.19)

This is not the most intuitive expression ever, but it will have to do. With this expression,
together with (5.9), we can approximate the distribution of f ∗ subject to a stochastic trial

input point x∗ ∼N
(
x̂∗, Σ̂x∗

)
.

5.1.5. THE MEAN AND VARIANCE OF SPARSE PREDICTIONS
Suppose that we use the sparse methods of Section 4.1. (If you have not read Section 4.1,
feel free to skip this paragraph and continue with Section 5.1.6.) In this case, the regres-
sion equations of (5.1) turn, according to (4.9), into

f ∗ ∼N
(
µ∗(x∗),Σ∗∗(x∗)

)
, (5.20)

µ∗(x∗) = m(x∗)+k(x∗, Xu)K −1
uu

(
µu −mu

)
,

Σ∗∗(x∗) = k(x∗, x∗)−k(x∗, Xu)K −1
uu (Kuu −Σuu)K −1

uu k(Xu , x∗).

How can we now calculate the posterior mean µ∗ and variance Σ∗∗ of the trial function
value f ∗ subject to an uncertain trial input point x∗ ∼N

(
x̂∗, Σ̂x∗

)
?

Because the above expression is so similar to (5.1), the process is actually very similar
too. We can find the posterior mean µ∗ through

µ∗ = m̄∗+ K̄∗uK −1
uu

(
µu −mu

)
, (5.21)

where m̄∗ still satisfies (5.7). When we use the zero mean function, m̄∗ still becomes
zero. If we also use the squared exponential covariance function, then K̄∗u can be found
through

K̄∗ui =
√

|Λx |
|Λx + Σ̂x∗ |

exp

(
−1

2

(
x̂∗−xui

)T (
Λx + Σ̂x∗

)−1 (
x̂∗−xui

))
. (5.22)

2In other literature, specifically in the work by Deisenroth (2010), the solution method used is slightly different.
There they use a trace function instead of a summation. Naturally both methods are correct. I personally
prefer the summation though, because when using the trace function in a computer script, you inherently
calculate a lot of terms which you eventually do not need, making the script slower than it needs to be.
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To find the posterior variance Σ∗∗, we first have to redefineα= K −1
uu

(
µu −mu

)
and

Q = K −1
uu (Kuu −Σuu)K −1

uu −ααT . (5.23)

We can now find Σ∗∗ directly through

Σ∗∗ =λ2
f −λ4

f

√
|Λx |

|Λx +2Σ̂x∗ |
nu∑
i=1

nu∑
j=1

Qi j exp

(
−1

2

(
xui −xu j

)T
(2Λx )−1

(
xui −xu j

))

exp

(
−1

2

( xui +xu j

2
− x̂∗

)T (
1

2
Λx + Σ̂x∗

)−1 ( xui +xu j

2
− x̂∗

))
−µ2

∗. (5.24)

So it is still possible to deal with stochastic trial input points when we use any kind of
sparse GP regression algorithm.

5.1.6. USING MULTIPLE TRIAL INPUT POINTS
Suppose that we have multiple stochastic trial input points x∗1

, . . . , x∗n∗
, each with their

own distributions x∗i
∼ N

(
x̂∗i , Σ̂x∗i x∗i

)
. For simplicity, we assume that all inputs x∗i

are independent. That is, the covariance Σ̂x∗i x∗ j
≡ V[x∗i

, x∗ j
] between two different

trial input points x∗i
and x∗ j

is assumed to be zero3. As a result, we can simply write

Σ̂x∗i x∗i
into Σ̂x∗i

, which means the same. How do we now make predictions?
The first key insight here is that previously the trial function value f ∗ was a scalar.

Now it is a vector f ∗. So the posterior mean µ∗ becomes a vector µ∗ and the posterior
variance Σ∗∗ now turns into a covariance matrix Σ∗∗.

The second key insight is that we can actually predict the posterior distributions of
f ∗1

, . . . , f ∗n∗
all separately. That is, we can use the familiar equations

µ∗i = m̄∗i + K̄∗i m
(
Kmm + Σ̂ fm

)−1
(

f̂m −mm

)
, (5.25)

Σ∗i∗i =λ2
f −λ4

f

√
|Λx |

|Λx +2Σ̂∗i |
nm∑
i=1

nm∑
j=1

Qi j exp

(
−1

2

(
xmi −xm j

)T
(2Λx )−1

(
xmi −xm j

))

exp

(
−1

2

( xmi +xm j

2
− x̂∗i

)T (
1

2
Λx + Σ̂∗i

)−1 ( xmi +xm j

2
− x̂∗i

))
.

This gives us µ∗ and the diagonal elements of Σ∗∗. However, it does not give us the
off-diagonal elements of Σ∗∗. In other words, it does not tell us how two different trial
function values f ∗i

and f ∗ j
are correlated. In some cases this covariance might still be

needed, so we will derive it. It does mean we will have to do all the derivations once
more.

3It is still possible to solve the equations if this covariance is not zero. In fact, the solution method is almost ex-
actly the same. You will just have to replace p(x∗i , x∗ j ) by p(x∗i |x∗ j )p(x∗ j ) instead of p(x∗i )p(x∗ j ) in (5.29)

and work on from there. The main issue is that it will nearly double the size of all equations, so if you are
planning to do the derivations, bring a lot of paper.
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Our starting point is the same as before. That is,

Σ∗i∗ j =E
[(

f ∗i
−µ∗i

)(
f ∗ j

−µ∗ j

)]
(5.26)

=E
[((

f ∗i
−µ∗(x∗i

)
)
+

(
µ∗(x∗i

)−µ∗i

))((
f ∗ j

−µ∗(x∗ j
)

)
+

(
µ∗(x∗ j

)−µ∗ j

))]
.

Expanding the brackets will give us four terms, but the cross terms will reduce to zero
like before. We remain with

Σ∗i∗ j =E
[(

f ∗i
−µ∗(x∗i

)
)(

f ∗ j
−µ∗(x∗ j

)

)]
+E

[(
µ∗(x∗i

)−µ∗i

)(
µ∗(x∗ j

)−µ∗ j

)]
=

∫
X

∫
X

(
Σ∗∗(x∗i , x∗ j )+µ∗(x∗i )µ∗(x∗ j )

)
p(x∗i , x∗ j )d x∗i d x∗ j −µ∗iµ∗ j . (5.27)

We can expand this using the expression of µ∗(x∗) from (5.1), as well as

Σ∗∗(x∗i , x∗ j ) = k(x∗i , x∗ j )−k(x∗i , Xm)
(
Kmm + Σ̂ fm

)−1
k(Xm , x∗ j ). (5.28)

Let’s once more use the zero mean function and the squared exponential covariance
function. Also, we again define Q = (

P−1 −ααT
)
. In this case Σ∗i∗ j reduces to

Σ∗i∗ j =
∫

X

∫
X

(
k(x∗i , x∗ j )−k(x∗i , Xm)Qk(Xm , x∗ j )

)
p(x∗i , x∗ j )d x∗i d x∗ j −µ∗iµ∗ j

=
∫

X

∫
X

k(x∗i , x∗ j )p(x∗i )p(x∗ j )d x∗i d x∗ j (5.29)

−
nm∑
k=1

nm∑
l=1

(∫
X

k(x∗i , xmk )p(x∗i )d x∗i

)
Qkl

(∫
X

k(xml , x∗ j )p(x∗ j )d x∗ j

)
−µ∗iµ∗ j .

Here we have used our assumption that x i and x j are independent, causing p(x∗i , x∗ j )
to equal p(x∗i )p(x∗ j ). The first double integral in the above expression is directly solved
by Theorem A.20. We can write its solution as

K̄∗i∗ j ≡
∫

X

∫
X

k(x∗i , x∗ j )p(x∗i )p(x∗ j )d x∗i d x∗ j =λ2
f

√ |Λ|
|Λ+ Σ̂∗i∗i + Σ̂∗ j ∗ j

. (5.30)

The second double integral has already been split up, and the individual integrals equal
K̄∗mk and K̄ml∗, respectively. As a result, we find as solution

Σ∗i∗ j = K̄∗i∗ j − K̄∗i mQK̄m∗ j −µ∗iµ∗ j . (5.31)

In fact, this gives rise to the idea of introducing a new covariance function which takes
uncertainty into account. Let’s define the uncertainty incorporating squared exponential
covariance function of two random variables x ∼N

(
µ,Σ

)
and x ′ ∼N

(
µ′,Σ′) as

k̄(x , x ′) =λ2
f

√
|Λ|

|Λ+Σ+Σ′| exp

(
−1

2

(
µ−µ′)T (

Λx +Σ+Σ′)−1 (
µ−µ′)) . (5.32)
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In this case, we can use the uncertainty incorporating Gaussian process regression equa-
tions

f ∗ ∼N
(
µ∗,Σ∗∗

)
(5.33)

µ∗ = m̄∗+ K̄∗m
(
K̄mm + Σ̂ fm

)−1
(

f̂m −mm

)
,

Σ∗∗ = K̄∗∗+ K̄∗mQK̄m∗−µ∗µT
∗ . Note: only for non-diagonal elements.

The main exception is that this equation does not work for the diagonal elements ofΣ∗∗.
For that, we need to use the more complicated expression (5.19). Also, it is important to
keep in mind that the distribution of f ∗ is not actually Gaussian, but we only approxi-

mate it as such.
Finally, I want to note that there are still many extensions that can be thought of

to these ideas. For example, Deisenroth (2010) uses multiple (assumed independent)
Gaussian processes, plugs in the same stochastic trial input point x∗ and calculates the
posterior covariance of the resulting outputs. And there are plenty of other set-ups that
you can think of. But with the tools discussed in this section, you should be able to figure
out how to calculate all the covariances that result from them.

5.2. USING STOCHASTIC MEASUREMENT POINTS
Previously we looked at how to deal with noisy trial input points x∗. Now we will assume
those are deterministic again, but we assume that the measurement points xm1

, . . . , xmnm

are noisy. To be precise, they are distributed according to xmi
∼ N

(
x̂mi , Σ̂xmi xmi

)
. For

simplicity, we do assume that the covariance Σ̂xmi xm j
between two different measured

input points xmi
and xm j

is zero. So the noise on the measured input points is uncorre-

lated.
The main question that we will now look into is, ‘How can we incorporate this uncer-

tainty present in X m into our predictions?’ The idea we used for stochastic trial points
(see Section 5.1) will not work, and first we will check out why (Section 5.2.1). We then
look at a way to tackle this problem that does work (Section 5.2.2). Next, we try to im-
plement these methods in a sparse and online way too. This is more complicated, so
we will investigate the main ideas first (Section 5.2.3). Then we look at how we can find
the posterior distribution of the measurement input point xm+ (Section 5.2.4). We then
make some more approximations, resulting in a sparse online method that can deal with
stochastic measurement points (Section 5.2.5). This method makes use of a lot of deriva-
tives, which we finally also take a look at (Section 5.2.6).

5.2.1. THE PROBLEM BEHIND INTEGRATING OVER MEASUREMENT POINTS
The first idea is to apply the ideas of the previous Section 5.1. When we do, we will find
that these will not work, although it is still worthwhile to see exactly where it fails.

To do so, we will try to calculate the posterior mean µ∗ for a deterministic trial in-
put point x∗. If X m was deterministic too, we would know that µ∗(Xm) depends on Xm

according to

µ∗(Xm) = m(x∗)+k(x∗, Xm)
(
k(Xm , Xm)+ Σ̂ fm

)−1
(

f̂m −m(Xm)
)

. (5.34)
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The posterior mean µ∗ of f ∗, taking into account all possible values of X m , now follows

through marginalization as

µ∗ =
∫

X
µ∗(Xm)p(Xm)d Xm (5.35)

=
∫

X

(
m(x∗)+k(x∗, Xm)

(
k(Xm , Xm)+ Σ̂ fm

)−1
(

f̂m −m(Xm)
))

p(Xm)d Xm .

And here we can see the problem. Previously we needed to integrate over k(x∗, Xm) with
respect to x∗. We integrated over a nonlinear covariance function, which is still manage-
able for many covariance functions. Now, however, we need to integrate over (among

others) the matrix inverse
(
k(Xm , Xm)+ Σ̂ fm

)−1
, where the matrix depends on the inte-

grating parameters in a nonlinear way. This is a bit more complicated than what we can
solve analytically. As a result, we need to find other methods to deal with this.

5.2.2. THE NOISY INPUT GAUSSIAN PROCESS REGRESSION ALGORITHM
An effective solution, called the Noisy Input Gaussian Process (NIGP) regression algo-
rithm, was proposed by McHutchon and Rasmussen (2011). The main idea here is to
model the input noise as output noise too. If we do that, we can use our regular GP
regression tools to take it into account.

So how does this work? The key here is to ask ourselves, ‘When plotting the GP,
and when only looking at vertical distances in this graph, how far are our measurement
points expected to be away from the function we are approximating?’ That is, what is the
vertical distance between the circles (measurements) and the line (the approximated
function) in any Gaussian process plot?

There are actually two things contributing to this vertical distance. The first is the
obvious one: the output noise σ̂2

fm
. If we have more output noise, then measurement

points will be further removed from the approximated function. But the crucial factor
here is the second one: the input noise Σ̂mi . And the influence of this input noise actually
depends on the slope of the function we are approximating. If the function is fully flat,
then input noise does not affect the vertical distance between our measurement point
and the approximated function. But when the function is highly sloped, then there will
be large vertical distances between measurements and the approximated function. The
idea now is to add this extra vertical distance due to input noise to the output noise.

How much does the input noise contribute to this vertical distance though? We can
calculate that. Let’s write the input noise as εx . So we have εx ∼N

(
0, Σ̂xm

)
. If the slope of

the function is given by4 ∂ f
∂x , and if this slope is assumed constant, then the extra vertical

distance will be ∂ f
∂x εx . This stochastic parameter will have a zero mean and a variance of

E

[(
∂ f

∂x
εx

)2]
=E

[
∂ f

∂x
εxεx

T
(
∂ f

∂x

)T
]
= ∂ f

∂x
Σ̂xm

(
∂ f

∂x

)T

. (5.36)

So before doing Gaussian process regression, we walk through all the input points xmi

4In our notation, we assume that the derivative of a multivariate function is a row vector. In other words, we

will use
∂ f
∂x =

[
∂ f
∂x1

. . .
∂ f
∂xn

]
.
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and replace their measurement noise σ̂2
fm

by

σ̂2
fmi

← σ̂2
fm

+ ∂ f

∂x
Σ̂xm

(
∂ f

∂x

)T

. (5.37)

If we incorporate this, we should be able to take into account the input noise.
There is just one problem with the suggested approach. We do not know the function

f (x) which we are approximating, and so we cannot know the derivative. Hence, we
cannot approximate f (x). This actually results in a chicken-and-egg story. We need f (x)
to know the derivatives, and we need the derivatives to find (approximate) f (x).

The solution is to use multiple iterations. First we approximate f (x) without any
input noise. Then, based on this first approximation of f (x), we calculate the derivatives
∂ f
∂x and use these to approximate f (x) again. We do this a few times, until things have
converged.

There is one small addition to make here. We are now using an approximation of

f (x), made through Gaussian process regression, to find the derivatives ∂ f
∂x . This means

that the derivatives
∂ f

∂x are actually random variables too. To be precise, they have a mean

E[
∂ f

∂x ] and a variance V[
∂ f

∂x ], both of which should be taken into account. When we do,
we get a new noise incorporation law5

σ̂2
fmi

← σ̂2
fm

+E
[
∂ f

∂x

]
Σ̂xmE

[
∂ f

∂x

]T

+ tr

(
V

[
∂ f

∂x

]
Σ̂xm

)
. (5.38)

This completes the regression method of taking into account noisy measurement points.

5.2.3. SPARSE AND ONLINE ALGORITHMS – THE MAIN IDEAS
The next question we will ask ourselves is, ‘Can we also set up a sparse and an online
regression algorithm which takes into account noisy measurement points?’ For sparse
algorithms (discussed in Section 4.1) the answer is a clear ‘yes’. In the NIGP algorithm
we just described, we can simply use any kind of sparse GP regression method instead
of regular GP regression. For online algorithms (discussed in Section 4.2) the answer is a
lot more complex. So let’s take some time to figure this out.

Suppose that we are applying online FITC regression. For this algorithm, we have
a set of inducing input points Xu , which is of course fully deterministic, since we have
chosen these points ourselves. We also have already incorporated nm measurements,
which results in a posterior distribution N

(
µu ,Σuu

)
of f

u
. But now we get a new mea-

surement, which we write as (x̂+, f̂+). Here x̂+ is the actual measured input and f̂+ is
the actual measured function value. However, these are subject to noise. As a result, the
measurement input point is actually a random variable x+, and its distribution (as in-
dicated by the measurement) is given by N

(
x̂+, Σ̂x+

)
. Similarly, the measured function

value is a random variable f + with prior distribution N
(

f̂+, σ̂2
f+

)
.

5In the main paper of McHutchon and Rasmussen (2011), this derivative variance was not taken into account,
but in the online tools accompanying the paper it was. In the documentation of these tools, they also in-
dicated that incorporating this derivative variance had a nearly negligible effect on the final result. My own
experiments verified this.
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If our measurement input point x+ would not be subject to noise, we can use our
usual update law for the distribution of the inducing function values f

u
. We write this

new distribution, which depends on x+, as f
u

(x+) ∼ N
(
µ+

u (x+),Σ+
uu(x+)

)
. The super-

script + again indicates that the new measurement has been taken into account. The
distribution is given (through combining (4.32) and (4.33)) by

f
u

(x+) ∼N
(
µ+

u (x+),Σ+
uu(x+)

)
(5.39)

Σ+
uu(x+) =Σuu −ΣuuK −1

uu Ku+Σ̂−1
++K+uK −1

uuΣuu ,

µ+
u (x+) =µu +ΣuuK −1

uu Ku+Σ̂−1
++

(
f̂+− µ̂+

)
,

where we have defined the prior distribution of the measured value f̂ + for a given input

point x+ (based on the current inducing function value distribution f
u

) as

f̂ + ∼N
(
µ̂+, Σ̂++

)
, (5.40)

Σ̂++ = K+++ σ̂2
f+ −K+uK −1

uu (Kuu −Σuu)K −1
uu Ku+,

µ̂+ = m++K+uK −1
uu

(
µu −mu

)
.

Note that a lot of parameters, like Σ̂++, µ̂+, K++, Ku+ and m+, depend on the value of x+.
Officially we should write them as Σ̂++(x+), µ̂+(x+), and so on, but that would make the
equations rather hard to read.

Naturally, we cannot use the above update law directly here, because x+ is not known
precisely. Instead, we will integrate over all possible values of the new measurement
input point x+. This gives us a posterior distribution of f

u
equal to

p( fu | f̂+, f
u

) =
∫

X
p( f +

u
|x+, f̂+, f

u
)p(x+| f̂+, f

u
)d x+. (5.41)

In this expression it is important to note that all distributions are based on the previous
distribution of f

u
(expressed through µu and Σuu) as well as on the new measurement

f̂+. So the distribution p( fu |x+, f̂+, f
u

) indicates the distribution of f
u

given an exact

value of x+, given the measurement f̂+ and given the previous distribution of f
u

. This

hence follows from our update law (5.39).
However, the more interesting term is p(x+| f̂+, f

u
). This is not the prior distribution

N
(
x̂+, Σ̂x+

)
of x+. Instead, it is the posterior distribution of x+ based on our new mea-

surement f̂+ and on the current Gaussian process that we have, indicated through the
current distribution N

(
µu ,Σuu

)
of f

u
. Let’s see how we can find or approximate it.

5.2.4. THE POSTERIOR DISTRIBUTION OF THE MEASUREMENT POINT

The key to finding p(x+| f̂+, f
u

) is to use Bayes’ law as

p(x+| f̂+, f
u

) =
p( f̂+|x+, f

u
)p(x+| f u

)

p( f̂+| f u
)

. (5.42)
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Figure 5.2: An example Gaussian process (left) which is given an additional noisy measurement (x̂+, f̂+) =
(0,5). Measurement noise standard deviations are σ̂x+ = 0.3 and σ̂ f+ = 0.4. The resulting prior distribution

N
(
x̂+, σ̂2

x+
)

of the true measurement input point x+ is also shown (left bottom). The key to finding the pos-
terior distribution, is to first incorporate the output noise into the GP (right), resulting in the prior probability
distribution for the measurement f̂ + for each possible input point x+. Then, when we draw a horizontal line

through the measurement, we effectively find the ‘proof’ p( f̂+|x+, f
u

) that we obtained measurement f̂+ at

x+. We multiply this proof by the prior p(x+) and normalize the result to find the posterior measurement
input point distribution (right bottom).

Let’s discuss the three new terms in this expression. p( f̂+|x+, f
u

) is the probability (den-

sity) that we obtained measurement f̂+ at the known input point x+ of our current Gaus-
sian process, described through f

u
. We have just seen this at (5.40).

For the second probability p(x+| f u
) it is important to realize that f

u
itself does not

tell us anything about what the value of x+ is likely to be. As a result, this probability
equals the probability we got from our measurement, being p(x+) =N

(
x+|x̂+, Σ̂x+

)
. Fi-

nally, the third probability p( f̂+| f u
) is just a constant (not depending on x+) and we can

hence get rid of its effects by normalizing the distribution which we wind up with. The
process of finding the posterior distribution of x+ is visualized in Figure 5.2.

Though the approach so far works, is has one very important drawback. It results in
a non-Gaussian distribution for p(x+| f̂+, f

u
), which makes it very difficult to deal with

in the rest of our algorithm. We want to find a Gaussian distribution, and as Figure 5.2
shows, applying moment matching might not always be the best approach, because the
distribution may not even resemble anything Gaussian. We will go for a different solu-
tion.

Let’s denote the prior distribution of the measured value f̂+ by f̂ +. Its distribution

is described by (5.40). The solution now lies in linearizing this, with respect to some
linearization point x̄+. In other words, we assume that f̂ + is now a Gaussian process

with a linear mean function and a constant variance. So,

f̂ + ∼ p( f̂+|x+, f
u

) =N

(
f̂+|µ̂+(x̄+)+ ∂µ̂+(x̄+)

∂x+
(x+− x̄+) , Σ̂++(x̄+)

)
. (5.43)

If we use this instead, then the posterior distribution of x+ will be Gaussian, as is visual-
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Figure 5.3: The Gaussian process of Figure 5.2, linearized about the point x̄+ = −0.4. The distribution of the
corresponding output f (x̄+) ∼ N

(
µ̂+(x̄+), Σ̂++(x̄+)

)
(though without noise) is indicated. For this linearized

Gaussian process, we apply the same steps. From the linearized Gaussian process (left), we incorporate mea-
surement noise (right), consider the proof p( f̂+|x+, f

u
) (the horizontal line), multiply it by the prior p(x+) (left

bottom) and normalize the result to find the posterior distribution of x+ (right bottom). This result can be
found analytically through (5.44). It is important to note here that this result may strongly depend on the lin-
earization point x̄+. Usually we reset x̄+ equal to the posterior mean x̂++ of x+ and reiterate until convergence.

ized in Figure 5.3.
There are still two important questions left. The first is how to calculate the poste-

rior distribution of p(x+| f̂+, f
u

). This is done through (5.42). So we use the linearized

version (5.43) of f̂ + and multiply this by N
(
x+|x̂+, Σ̂x+

)
. We can obtain the result of this

multiplication through Theorem A.17, where we only have to make a few clever substi-
tutions. If we then normalize the final result, we get

x+ ∼ p(x+| f̂+, f
u

) =N
(
x+|x̂+

+ , Σ̂+
x+

)
, (5.44)

Σ̂+
x+ =

((
∂µ̂+(x̄+)

∂x+

)T (
Σ̂++(x̄+)

)−1
(
∂µ̂+(x̄+)

∂x+

)
+ Σ̂−1

x+

)−1

,

x̂+
+ = x̂++ Σ̂+

x+

((
∂µ̂+(x̄+)

∂x+

)T (
Σ̂++(x̄+)

)−1
((

f̂+− µ̂+(x̄+)
)− ∂µ̂+(x̄+)

∂x+
(x̂+− x̄+)

))
.

Again, note that the parameters with the superscript + are the posterior parameters. So
the above is the posterior distribution of the measurement input point x+. Or at least,
our Gaussian approximation of it. It is also interesting to know here that, even if Σ̂x+
may be diagonal, Σ̂+

x+ generally is not. So there will be posterior correlations between
the various elements of x+.

The second question is which linearization point x̄+ we should use. Based on (5.44),
the easiest point to linearize about would be x̂+. However, if we would linearize about
x̂+ in the example of Figure 5.3 (this linearization is not shown), this would result in a
very detrimental result, because we would get a nearly flat linearization. A more ideal
choice would be to linearize about x̂++ from (5.44), but we do not know this parameter
yet. This results in another chicken-and-egg story, which can be solved by doing a few
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iterations. That is, we first pick x̂+ as linearization point. We use this to find x̂++ , then use
this point as linearization point, find a new value for x̂++ and continue for a few iterations,
until x̂++ has converged6. This should result in a more representative Gaussian posterior
distribution of x+ than we would get by directly applying moment matching.

5.2.5. UPDATING THE DISTRIBUTION OF THE INDUCING FUNCTION VALUES
Let’s turn our attention back to integral (5.41). We have assumed that the second proba-
bility in this integral is Gaussian. In other words, we say that x+ is a Gaussian parameter
with known (posterior) mean x̂++ and covariance matrix Σ̂+

x+ . This significantly simplifies
matters.

However, the next problem we run into is that the resulting posterior distribution for
f

u
will still not be Gaussian. To solve this, we will once more apply moment matching,

similarly to what we did in Sections 5.1.3 and 5.1.4. This results in a posterior mean
(like (5.6)) and covariance (like (5.16)) of

µ+
u =

∫
X
µ+

u (x+)p(x+)d x+, (5.45)

Σ+
uu =

∫
X

(
Σ+

uu(x+)+ (
µ+

u (x+)−µ+
u

)(
µ+

u (x+)−µ+
u

)T
)

p(x+)d x+. (5.46)

The second problem is that solving these integrals is very hard, if not impossible. The
reason is the inverse Σ̂−1++ in (5.39). Although it is not a matrix inverse this time but merely
a scalar inverse, it is still too difficult to evaluate.

To work around this, we will not use the posterior Gaussian process f
u

(x+), but in-

stead use a Taylor polynomial approximation of it. This Taylor polynomial will be taken
about the posterior mean x̂++ of x+, as given by (5.44). Additionally, we will evaluate the
Taylor polynomial element-wise. So for every element of f +

ui
(x+) we write

f
ui

(x+) = f
ui

(x̂+
+ )+

∂ f
ui

(x̂++ )

∂x+

(
x+− x̂+

+
)+ 1

2

(
x+− x̂+

+
)T
∂2 f

ui
(x̂++ )

∂x2+

(
x+− x̂+

+
)+ . . . . (5.47)

This does give us infinitely many terms though. To manage this, we will make a third
approximation (after moment matching and the Taylor polynomial). We will assume
that the input noise covariance Σ̂x+ is small. More specifically, we assume that is small
enough that Σ̂2

x+ and higher powers of Σ̂x+ are negligible7. As a result, because the pos-

terior covariance Σ̂+
x+ is guaranteed to be smaller (that is, has a lower determinant) than

the prior covariance Σ̂x+ , the same holds for Σ̂+
x+ . So if we ever encounter a term in any

of our derivations with four or more factors of
(
x+− x̂++

)
, we know it will eventually drop

out of our equations. In addition, because x+
+ is (assumed) Gaussian, also terms with

6It is worthwhile to note here that this set-up is not guaranteed to converge. When it does not, the default
option is to just ignore the measurement altogether. Finding a better way of dealing with this is left as a
suggestion for further research.

7The idea of using Taylor polynomials of Gaussian process is not new. Girard and Murray-Smith (2003) made
the assumption that higher order derivatives (like ∂2 f

ui
(x̂++ )/∂x2+) are negligible. We instead assume that

higher powers of Σ̂x+ are negligible. The effect is nearly (but not entirely) the same, while our assumption is
easier to justify/verify.
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three (or any odd number) of such factors will drop out. This significantly simplifies all
our expressions. We only have to keep track of terms with at most two factors

(
x+− x̂++

)
.

The next step is to find the corresponding approximated mean µui (x+) and covari-
ance Σ+

ui u j
(x+) of this Taylor polynomial for any value of x+. The approximated mean is

given by

µ+
ui

(x+) =E
[

f
ui

(x+)
]

(5.48)

≈µ+
ui

(x̂+
+ )+ ∂µ+

ui
(x̂++ )

∂x+

(
x+− x̂+

+
)+ 1

2

(
x+− x̂+

+
)T ∂2µ+

ui
(x̂++ )

∂x2+

(
x+− x̂+

+
)+ . . . ,

where the dots denote terms which will eventually disappear. We can get a similar ex-
pression for the approximated covariance. The actual derivation is a lot more involved
but, not very surprisingly, the outcome is

Σ+
ui u j

(x+) =E
[(

f
ui

(x+)−µ+
ui

(x+)
)(

f
u j

(x+)−µ+
u j

(x+)

)T
]

(5.49)

≈Σ+
ui u j

(x̂+
+ )+

∂Σ+
ui u j

(x̂++ )

∂x+

(
x+− x̂+

+
)+ 1

2

(
x+− x̂+

+
)T
∂2Σ+

ui u j
(x̂++ )

∂x2+

(
x+− x̂+

+
)

.

Through these Taylor approximations, we now have a mean and covariance given by (5.48)
and (5.49). We can plug these into (5.45) and (5.46) to find the posterior distribution
N

(
µ+

u ,Σ+
uu

)
of f

u
, which is what this is all about.

Note that we do still need to solve the integrals of (5.45) and (5.46). Luckily, be-
cause (5.48) and (5.49) are either linear or quadratic in the integrating parameter x+, and
because x+ is taken from a Gaussian distribution, these integrals can be solved directly.
(Their solutions follow from (B.62) to (B.64).) We then find the solution8

µ+
ui

=µ+
ui

(x̂+
+ )+ 1

2
tr

((
∂2µ+

ui
(x̂++ )

∂x2+

)
Σ̂+

x+

)
, (5.50)

Σ+
ui u j

=Σ+
ui u j

(x̂+
+ )+

(
∂µ+

ui
(x̂++ )

∂x+

)
Σ̂+

x+

(
∂µ+

u j
(x̂++ )

∂x+

)T

+ 1

2
tr

((
∂2Σ+

ui u j
(x̂++ )

∂x2+

)
Σ̂+

x+

)
. (5.51)

These are the update laws for the so-called Sparse Online Noisy Input GP (SONIG) re-
gression algorithm.

It is rather difficult to implement all the SONIG update laws without making any
programming mistakes. It will require lots of frustrating debugging. To make this pro-
cess easier, a toolbox with all the SONIG functionalities is available online through Bijl
(2016b), although all the code is also available (as usual) through Bijl (2016a).

8It is interesting to note that in the NIGP method by McHutchon and Rasmussen (2011), which we looked at
in Section 5.2.2, we already used (5.51). However, we did not use (5.50). The last term from this expression
was missing. So by incorporating this second derivative of the mean function, we could potentially improve
the NIGP method. In fact, later on in Section 5.4.1 we will see that the SONIG algorithm works better than the
NIGP algorithm, which is mainly because it takes into account this second derivative.
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5.2.6. DERIVATIVES NEEDED FOR THE SONIG ALGORITHM
To apply the SONIG update laws which we just derived, we need to calculate a lot of
derivatives. These derivatives all follow from (5.39), but they may still be daunting to
calculate, especially when the input x+ is a vector instead of just a scalar. So let’s make
an overview of all the derivatives that we need. You can implement them yourself, but it
might be easier to download the code from Bijl (2016a) and use that.

We will start with the derivatives of µ+
u (x+) with respect to x+. To be precise, we

will take the derivatives with respect to a single element x+i of x+, so we can find the
derivatives element-wise. These derivatives equal

∂µ+
u (x+)

∂x+i

=ΣuuK −1
uu

(
∂Ku+
∂x+i

Σ̂−1
++µ̂++Ku+

∂Σ̂−1++
∂x+i

µ̂+−Ku+Σ̂−1
++

µ̂+
∂x+

)
, (5.52)

∂2µ+
u (x+)

∂x+i ∂x+ j

=ΣuuK −1
uu

(
∂2Ku+

∂x+i ∂x+ j

Σ̂−1
++µ̂++ ∂Ku+

∂x+i

∂Σ̂−1++
∂x+ j

µ̂++ ∂Ku+
∂x+i

Σ̂−1
++

∂µ̂+
∂x+ j

+ ∂Ku+
∂x+ j

∂Σ̂−1++
∂x+i

µ̂++Ku+
∂2Σ̂−1++

∂x+i ∂x+ j

µ̂++Ku+
∂Σ̂−1++
∂x+i

∂µ̂+
∂x+ j

+∂Ku+
∂x+ j

Σ̂−1
++

∂µ̂+
∂x+i

+Ku+
∂Σ̂−1++
∂x+ j

∂µ̂+
∂x+i

+Ku+Σ̂−1
++

∂2µ̂+
∂x+i ∂x+ j

)
.

Next, we look at the derivatives of Σ+
uu(x+). These are similarly given by

∂Σ+
uu(x+)

∂x+i

=ΣuuK −1
uu

(
∂Ku+
∂x+i

Σ̂−1
++K+u +Ku+

∂Σ̂−1++
∂x+i

K+u +Ku+Σ̂−1
++
∂K+u

∂x+i

)
K −1

uuΣuu , (5.53)

∂2Σ+
uu(x+)

∂x+i ∂x+ j

=ΣuuK −1
uu

(
∂2Ku+

∂x+i ∂x+ j

Σ̂−1
++K+u + ∂Ku+

∂x+i

∂Σ̂−1++
∂x+ j

K+u + ∂Ku+
∂x+i

Σ̂−1
++
∂K+u

∂x+ j

+ ∂Ku+
∂x+i

∂Σ̂−1++
∂x+i

K+u +Ku+
∂2Σ̂−1++

∂x+i ∂x+ j

K+u +Ku+
∂Σ̂−1++
∂x+i

∂K+u

∂x+i

+∂Ku+
∂x+i

Σ̂−1
++
∂K+u

∂x+i

+Ku+
∂Σ̂−1++
∂x+i

∂K+u

∂x+i

+Ku+Σ̂−1
++

∂2K+u

∂x+i ∂x+ j

)
.

Note that a derivative like ∂Σ+
uu(x+)/∂x2+ is actually a four-dimensional matrix. Σ+

uu(x+)
already has two dimensions, and the second derivative with respect to the vector x+ re-
sults in two more. When setting up equations involving these parameters, it is wise to
learn how to work with higher-dimensional matrices, and to keep track of which index
represents what. Feel free to check out the code at Bijl (2016a) to see how I set this up.

In the above derivatives, we have used the derivatives of the inverse Σ̂−1++. Note that
this parameter is a scalar, so we do not even need Theorem A.2 to find this derivative.
Instead, it directly follows that

∂Σ̂−1++
∂x+

=−Σ̂−2
++
∂Σ̂++
∂x+

, (5.54)

∂2Σ̂−1++
∂x2+

= 2Σ̂−3
++

(
∂Σ̂++
∂x+

)T (
∂Σ̂++
∂x+

)
− Σ̂−2

++
(
∂2Σ̂++
∂x2+

)
.
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In these derivatives, we have in turn used the derivatives of Σ̂++. These can be found
through the definition of Σ̂++ in (5.40) as

∂Σ̂++
∂x+i

= ∂K++
∂x+

−2K+uK −1
uu (Kuu −Σuu)K −1

uu
∂Ku+
∂x+i

, (5.55)

∂2Σ̂++
∂x+i ∂x+ j

= ∂2K++
∂x2+

−2
∂K+u

∂x+ j

K −1
uu (Kuu −Σuu)K −1

uu
∂Ku+
∂x+i

−2K+uK −1
uu (Kuu −Σuu)K −1

uu
∂2Ku+

∂x+i ∂x+ j

.

Similarly, we can find the derivatives of µ̂+ as

∂µ̂+
∂x+

= ∂m+
∂x+i

+ ∂K+u

∂x+i

K −1
uu

(
µu −mu

)
, (5.56)

∂2µ̂+
∂x2+

= ∂2m+
∂x+i ∂x+ j

+ ∂K+u

∂x+i ∂x+ j

K −1
uu

(
µu −mu

)
.

The above expressions are so far all valid for any mean and covariance function. They
do contain various additional derivatives though, like ∂Ku+/∂x+i , and if we want to find
these derivatives, then we do have to choose a specific mean and covariance function.
We will use the zero mean function and the squared exponential covariance function, as
usual. This results in derivatives of Ku+ which can be found element-wise through

∂Kui+
∂x+

=λ2
f exp

(
−1

2

(
xui −x+

)T
Λ−1

x

(
xui −x+

))(
xui −x+

)T
Λ−1, (5.57)

∂2Kui+
∂x2+

=λ2
f exp

(
−1

2

(
xui −x+

)T
Λ−1

x

(
xui −x+

))(
Λ−1 (

xui −x+
)(

xui −x+
)T
Λ−1 −Λ−1

)
.

Since K+ui = Kui+, also the derivative of K+ui can be found through the above relations.
Finally, the last two sets of derivatives which we are missing are trivial. For the zero mean
function and the squared exponential covariance function, we have

∂m+
∂x+i

= ∂2m+
∂x+i ∂x+ j

= 0, (5.58)

∂K++
∂x+i

= ∂2K++
∂x+i ∂x+ j

= 0. (5.59)

Those were all the derivatives you should need for the SONIG method. Again, if you want
to apply them, you may of course implement all these derivatives yourself. But using the
code from Bijl (2016a) might save you a lot of time and frustration.

5.3. EXTENSIONS TO THE SONIG ALGORITHM
We have found a way to implement noisy measurement points in an online way to sparse
Gaussian process regression. But the resulting SONIG algorithm has a variety of poten-
tial expansions. We will look at a few of them.
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First we examine whether it is possible to implement hyperparameters, both for noisy
trial and noisy measurement points (Section 5.3.1). Next, we look at how to approxi-
mate functions with multiple outputs (Section 5.3.2). We then examine if we can also
determine the posterior distribution of the measured function value f + (Section 5.3.3)

as well as its posterior covariance with the measured input x+ (Section 5.3.4). Finally we
combine all ideas to set up a system identification algorithm making good use of all the
possibilities of the SONIG algorithm (Section 5.3.5).

5.3.1. APPLYING HYPERPARAMETER TUNING

When we are dealing with noisy input points, is it possible to tune the hyperparameters?

If we are dealing with noisy trial points, like we examined in Section 5.1, there is no
problem at all. After all, for tuning the hyperparameters, we do not need the trial points
at all! Things are different when we have noisy measurement points though.

In this case, it is possible to add hyperparameter tuning to the NIGP algorithm of
Section 5.2.2. In this algorithm we are already doing various iterations of predicting a
Gaussian process, increasing the noise covariance of each measured output based on
the derivative of the previous Gaussian process. After this step, we just need to add a
hyperparameter tuning step, and then everything will work out. This does mean we need
to tune the hyperparameters multiple times, but the algorithm is supposed to converge
relatively quickly, so it is not expected that the hyperparameters change much between
successive iterations.

The next question is, ‘Is it also possible to tune the hyperparameters for the SONIG
algorithm?’ Sadly, the answer here is no, because it already was not possible to tune the
hyperparameters during the online FITC algorithm. The main way to work around this
is to grab the first couple of measurements (say, the first few hundred, depending on the
problem complexity) and apply the offline NIGP hyperparameter tuning methods to this.
This is known as the subset of data approach to hyperparameter tuning, and according
to Chalupka et al. (2013) its results are nearly as good as when we apply hyperparameter
tuning to the full data set of possible thousands or tens of thousands of data points.

5.3.2. USING MULTIPLE OUTPUTS

Suppose that we want to approximate a vector function f (x) with dx inputs and d f out-
puts. We have looked into ways to deal with this in Section 2.4.2, and examined a sim-
plification – just using a separate GP for every output – in Section 2.4.3. We will also
consider this same simplification.

So we will set up a separate Gaussian process for each output fi (x) of the vector func-
tion f (x). Each Gaussian process may have its own mean function mi (x) and covariance
function k i (x , x ′). It may also have its own set of inducing input points X i

u . (In practice
this is usually the same for each output fi (x), but it does not have to be.) And there is a
corresponding inducing function value distribution f i

u
∼N

(
µi

u ,Σi
uu

)
.

Now, what is different in the SONIG algorithm? We will see that there are only minor
changes. To see exactly what is different, we will just walk through the steps. First of all,
the prior distribution of the measured value f̂ + is now a vector. Its distribution, similarly
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to (5.40), is given element-wise by

f̂
i

+ ∼N
(
µ̂i
+, Σ̂i

++
)

, (5.60)

Σ̂i
++ = K i

+++ σ̂2
f i+
−K i

+u

(
K i

uu

)−1 (
K i

uu −Σi
uu

)(
K i

uu

)−1
K i

u+,

µ̂i
+ = mi

++K i
+u

(
K i

uu

)−1 (
µi

u −mi
u

)
.

Here, Σ̂++ is a diagonal matrix, because we have assumed that all outputs are indepen-
dent. So its off-diagonal elements are zero.

Next, we use the above distribution to find the posterior distribution of the measure-
ment input point x+. This is, very similarly to (5.44), equal to

x+ ∼N
(
x+|x̂+

+ , Σ̂+
x+

)
, (5.61)

Σ̂+
x+ =

((
∂µ̂+(x̄+)

∂x+

)T (
Σ̂++(x̄+)

)−1
(
∂µ̂+(x̄+)

∂x+

)
+ Σ̂−1

x+

)−1

,

x̂+
+ = x̂++ Σ̂+

x+

((
∂µ̂+(x̄+)

∂x+

)T (
Σ̂++(x̄+)

)−1
((

f̂+− µ̂+(x̄+)
)
− ∂µ̂+(x̄+)

∂x+
(x̂+− x̄+)

))
.

Note that µ̂+(x+) has become a vector, and Σ̂++(x+) is now a matrix instead of a scalar.
These functions are given by (5.60).

After this, the rest of the algorithm is exactly the same. That is, we can still use the
SONIG update laws (5.50) and (5.51), although we need to do so separately for each
Gaussian process that we have set up.

5.3.3. THE POSTERIOR DISTRIBUTION OF THE MEASURED OUTPUT

We know how to find (or approximate) the posterior distribution of both x+ and f
u

.

But what is the posterior distribution of the function value f +? This is an interesting

question because, although we may know the posterior distribution of x+, we do not
know the position of this input point precisely. Can we then still say something about
the posterior distribution of the measured function value?

The key to solving this is again by integrating over all possible values of x+. That is,

p( f+| f̂+, f
u

) =
∫

X
p( f+|x+, f̂+, f

u
)p(x+| f̂+, f

u
)d x+. (5.62)

This is exactly the same type of integral as we encountered at (5.41). The second prob-
ability in the integral is again the posterior distribution of x+. The first probability is
slightly different though. It is not the distribution of f

u
for a given input point x+, but

the distribution of the function value f +. So let’s find that first.

First of all, we can establish that the prior distribution of f + for a given input point
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x+, before we obtain the measurement f̂+, follows from (4.32) as9

f +(x+) ∼N
(
µ+(x+),Σ++(x+)

)
, (5.63)

Σ++(x+) = K++−K+uK −1
uu (Kuu −Σuu)K −1

uu Ku+,

µ+(x+) = m++K+uK −1
uu

(
µu −mu

)
.

But of course we do have a measurement f̂+ now. We can incorporate this using (4.33),
which tells us that

f +(x+) ∼N
(
µ+
+(x+),Σ+

++(x+)
)

, (5.64)

Σ+
++(x+) =Σ++

(
Σ+++ σ̂2

f+

)−1
σ̂2

f+ =Σ++Σ̂−1
++σ̂

2
f+ ,

µ+
+(x+) =µ++Σ++

(
Σ+++ σ̂2

f+

)−1 (
f̂+−µ+

)=µ++Σ++Σ̂−1
++

(
f̂+−µ+

)
.

Note that, in the above expressions, we have omitted the dependency on x+, but natu-
rally it still exists.

From here on, we can take exactly the same path as before. That is, we approximate
f +(x+) through a Taylor polynomial

f +(x+) = f +(x̂+
+ )+

∂ f +(x̂++ )

∂x+

(
x+− x̂+

+
)+ 1

2

(
x+− x̂+

+
)T
∂2 f +(x̂++ )

∂x+2

(
x+− x̂+

+
)+ . . . , (5.65)

and we use this to evaluate (5.62). The result will, identically to the SONIG update laws (5.50)
and (5.51), be10

µ+
+ =µ+

+(x̂+
+ )+ 1

2
tr

((
∂2µ++(x̂++ )

∂x2+

)
Σ̂+

x+

)
, (5.66)

Σ+
++ =Σ+

++(x̂+
+ )+

(
∂µ++(x̂++ )

∂x+

)
Σ̂+

x+

(
∂µ++(x̂++ )

∂x+

)T

+ 1

2
tr

((
∂2Σ+++(x̂++ )

∂x2+

)
Σ̂+

x+

)
. (5.67)

These expressions derive the posterior distribution of f + for single-output functions.

Naturally, we can also expand these ideas to multi-output functions, as those considered
in Section 5.3.2. In this case µ++ is a vector and Σ+++ is a matrix. If we denote individual
elements according to µ++i

and Σ++i+ j
, then the above expressions turn into

µ+
+i

=µ+
+i

(x̂+
+ )+ 1

2
tr

((
∂2µ++i

(x̂++ )

∂x2+

)
Σ̂+

x+

)
, (5.68)

Σ+
+i+ j

=Σ+
+i+ j

(x̂+
+ )+

(
∂µ++i

(x̂++ )

∂x+

)
Σ̂+

x+

(
∂µ++ j

(x̂++ )

∂x+

)T

+ 1

2
tr

((
∂2Σ++i+ j

(x̂++ )

∂x2+

)
Σ̂+

x+

)
. (5.69)

9The main difference between this prior distribution and the prior distribution of f̂ +, given by (5.40), is that

this is the prior distribution of the actual function value f (x), and not that of the measured function value f̂+.
This is why the noise variance σ̂2

f+ is not taken into account in this new distribution.
10Once more, keep in mind the distinction between a parameter like Σ+++(x+), which holds for a given value of

x+, and a parameter like Σ+++, which is the result of integrating over all possible values of x+.
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It is important to realize here that the matrix Σ++(x+), for a given input point x+, is ac-
tually diagonal by assumption, and hence the same holds for Σ+++(x+). This will simplify
the above expression for off-diagonal terms, but it does not imply that Σ+++ itself will be
diagonal.

5.3.4. THE POSTERIOR COVARIANCE BETWEEN INPUT AND OUTPUT

We now have a posterior distribution x+ ∼N
(
x̂++ , Σ̂+

x+
)

for the input and a posterior dis-
tribution f + ∼ N

(
µ++,Σ+++

)
for the output. Since these are now both random variables,

they naturally also have a covariance.
To find this covariance, we should use both the Taylor approximation (5.65) of f +(x+)

and relation (5.66) for µ++. The covariance then follows as

V
[

f +, x+
]
=E

[(
f +(x+)−µ+

+
)(

x+− x̂+
+
)T

]
(5.70)

=E
[(

f +(x̂+
+ )−µ+

+(x̂+
+ )

)(
x+− x̂+

+
)T − 1

2
tr

((
∂2µ++(x̂++ )

∂x2+

)
Σ̂+

x+

)(
x+− x̂+

+
)T

+
∂ f +(x̂++ )

∂x+

(
x+− x̂+

+
)(

x+− x̂+
+
)T + . . .

]

= ∂µ++(x̂++ )

∂x+
Σ̂+

x+ .

Note that most terms have dropped out, because taking the expectation of
(
x+− x̂++

)
will

result in zero. Also, the higher order terms have dropped out due to our assumption that
higher powers of Σ̂x+ are negligible.

When we deal with multi-output functions, then the above expression can be used
individually for every output. In fact, in that case we could also write that

V
[

f +, x+
]
= ∂µ++(x̂++ )

∂x+
Σ̂+

x+ . (5.71)

5.3.5. AN ONLINE SYSTEM IDENTIFICATION ALGORITHM
Consider a nonlinear autoregressive model with exogenous inputs (a NARX system) of the
form

yk+1 =φ(yk , yk−1,uk ), (5.72)

withφ(. . .) a nonlinear function of past outputs and inputs. Suppose that we are running
such a system. That is, at the start of every time step we need to specify a certain input
uk , and at the end of the time step we get a noisy measurement of the output yk+1, which
we can use to determine the next input.

We can use the SONIG algorithm to identify this system. To do so, we set up the
function input vector

xk+1 =
 yk

yk−1

uk

 . (5.73)

We hence have yk+1 = φ(xk+1). We should note here that all outputs yk are actually
random variables, and we hence write them as y

k
. After all, we have only made noisy
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measurements ŷk of them. As a result, also xk is a random variable. We can determine its
prior distribution based on the output noise covariance Σ̂y y , which we assume is known.
For example, we have

x3 =

y
2

y
1

u2

∼N

 ŷ2

ŷ1

u2

 ,

Σ̂y y 0 0
0 Σ̂y y 0
0 0 0

 . (5.74)

Here we assume that there is no prior correlation between measurement noise at differ-
ent time steps.

Now, suppose that we measure y
3

. We write the resulting measurement as ŷ3. This

effectively tells us that y
3

is distributed according to

y
3
∼N

(
ŷ3, Σ̂y y

)
. (5.75)

But we know that y
3
=φ(x3), so we can plug this into our SONIG algorithm. One result

of this is that the SONIG algorithm goes through an update, taking into account this new
data. But additionally the SONIG algorithm also gives posterior distributions11 of both
y

3
and x3. This means that we get more data about what the true outputs (without being

disturbed by noise) would have been. In fact, where y
1

initially had a mean value of ŷ1,

it will now have a mean value which we denote by µ̂y1 , and similarly for y
2

and y
3

.

Note that, because the SONIG algorithm provides us with a posterior distribution of
x3, we also learn more about the covariance Σ̂y1 y2 between y

1
and y

2
. In addition, the

algorithm also tells us (through (5.71)) the covariance between the function input x3 and
the function output y

3
. From this we learn the posterior covariances Σ̂y1 y3 and Σ̂y2 y3 .

Next, let’s consider the next time step. For this time step, we need to determine the
prior distribution of the function input x4. Using all our data, it equals

x4 =

y
3

y
2

u3

∼N

µ̂y3

µ̂y2

u3

 ,

Σ̂y3 y3 Σ̂y3 y2 0
Σ̂y2 y3 Σ̂y2 y2 0

0 0 0

 . (5.76)

So when applying the SONIG algorithm, we should use these parameters for the input
distribution N

(
x̂+, Σ̂x+

)
. We can then measure y

4
, apply another update, and continue

the process like that. By applying all these steps consecutively, always keeping track of
the covariances between successive outputs y

k
, we can identify the system.

Note that so far we have assumed that we know the inputs uk precisely. If there is,
due to whatever reason, also noise present in the input, this can of course also be taken
into account.

Let’s formalize all our thoughts a bit more. We consider the more general NARX sys-
tem

yk+1 =φ(yk , . . . , yk−ny+1,uk , . . . ,uk−nu+1), (5.77)

11At the first few updates, the SONIG algorithm knows nearly nothing of the system, so the posterior dis-
tributions of y

3
and x3 will not be very different from the prior distributions. When more data has been

incorporated into the SONIG algorithm, this will of course change.
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where ny is the output order and nu is the input order. In this case, we have a function
input of the form

xk+1 =
[

y T
k · · · y T

k−ny+1 uT
k · · · uT

k−nu+1

]T
. (5.78)

To identify such a system, we can use Algorithm 1 which outlines all the steps that we
need to take.

Input:
A set of inputs u1,u2, . . . and outputs y1, y2, . . . of a system that is to be
identified. Both the input and the output can be disturbed by noise.

Preparation:
Define hyperparameters by using expert knowledge about the system, or
through tuning methods like those described in Section 5.3.1. Optionally, also
define an initial set of inducing input points Xu .

Updating:
while there are unprocessed measurements yk+1 do

1. Set up xk+1 (shortened to x+) according to (5.78). Find its prior
Gaussian distribution using known covariances between system outputs
y

k
, . . . , y

k−(ny−1)
and (if necessary) system inputs uk , . . . ,uk−(nu−1). Also

find the prior distribution of the function output y
k+1

(denoted as f
k+1

or

shortened as f +).

2. Apply (5.61) to find the posterior distribution N
(
x̂++ ,Σ+

x+
)

of x+. Use this
to update the posterior distribution of the system outputs y

k
, . . . , y

k−(ny−1)

and system inputs uk , . . . ,uk−(nu−1).
3. Optionally, if x̂++ is far removed from any inducing input point, add it to
the set of inducing inputs Xu using (4.57). (Or rearrange the inducing
input points in any desired way.)
4. Calculate the posterior distribution of the inducing input vector f

u
for

each of the outputs ofφ using (5.50) and (5.51).
5. Calculate the posterior distribution of the output y

k+1
using (5.68)

and (5.69). Additionally, calculate the covariances between y
k+1

and each

of the previous system outputs y
k

, . . . , y
k−(ny−1)

and inputs

uk , . . . ,uk−(nu−1) through (5.71).

end
Prediction:

For any deterministic set of previous outputs yk , . . . , yk−(ny−1) and inputs
uk , . . . ,uk−(nu−1), apply the sparse GP regression equations (4.9) to predict the
next output yk+1. For stochastic parameters, use the expansions from
Section 5.1.

Algorithm 1: System identification through SONIG: an application of the SONIG algo-
rithm to identify a non-linear system in an online way.
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5.4. EXPERIMENTS
It is time to put the SONIG algorithm to the test. We first take a look at how well it per-
forms compared to other GP regression algorithms, when applied to a simple function
subject to input noise (Section 5.4.1). We then perform system identification through
the SONIG algorithm. We do this both for the benchmark problem of a fluid damper,
comparing it to other nonlinear system identification algorithms (Section 5.4.2), and for
the by now familiar pitch-plunge system (Section 5.4.3).

5.4.1. APPLICATION TO A TEST FUNCTION

We will start with a simple one-dimensional function approximation example. We will
set up a Gaussian process with λ f = λx = 1 on the range [−5,5]. From this Gaussian
process, we take a random sample function. We then take nm random input points and
perform measurements (xm , fm) on this sample function. Subsequently, we distort these
measurements through an input noise with standard deviation σ̂xm = 0.4 and output
noise σ̂ fm = 0.1 to get our actual measurement (x̂m , f̂m).

We want to know how good the SONIG algorithm works, in various set-ups. To figure
this out, we will use a variety of different GP regression set-ups.

(1) Regular GP regression with the exact hyperparameters, applied to the data set with-
out input noise (σ̂ f = 0) but with output noise. This serves as a reference case, to see
how much we lose due to the input noise. All other algorithms do get noisy measure-
ment input points and have to tune their own hyperparameters.

(2) Regular GP regression. Hyperparameters are tuned through the maximum-likelihood
method of Section 3.1.3. Measurements are (as usual) distorted by both output and
input noise.

(3) The NIGP algorithm of McHutchon and Rasmussen (2011). This algorithm has its
own method of tuning hyperparameters, including σ̂xm .

(4) The SONIG algorithm, starting with µu = mu and Σuu = Kuu , using the hyperparam-
eters given by (3). We use nu = 21 evenly distributed inducing input points.

(5) The same as (4), but now with more measurements (800 instead of 200). Because the
SONIG algorithm is computationally a lot more efficient than the NIGP algorithm,
the runtime of this is similar to that of (3), being roughly 2-3 seconds when using
Matlab, although this of course does depend on the exact implementation of the al-
gorithms.

(6) NIGP applied on a subset of data (100 measurements) to predict the distribution
N

(
µu ,Σuu

)
of the inducing input points, followed by the SONIG algorithm applied

to the remainder (700) of the measurements, further updating the inducing input
points. The runtime of this approach is again similar to that of (3), being 2-3 sec-
onds.

(7) The FITC algorithm, using the hyperparameters of (2). This serves as a reference
case, to see how well we do when we ignore the presence of input noise.

For all the algorithms, the most important quality indicator is the Mean Squared Er-
ror (MSE). To measure this, we let each regression algorithm predict the output f ∗ ∼
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Table 5.1: Comparison of various GP regression algorithms, applied to noisy measurements of 400 randomly
generated sample functions. For details, see the main text.

Set-up Measurements MSE Mean variance Ratio

(1) GPR with exact hyperparameters and no input noise 200 0.87 ·10−3 0.85 ·10−3 1.02
(2) GPR with tuned hyperparameters 200 28.0 ·10−3 8.3 ·10−3 3.4
(3) NIGP with its own hyperparameter tuning 200 26.2 ·10−3 5.6 ·10−3 4.7
(4) SONIG using the hyperparameters of (3) 200 21.5 ·10−3 8.1 ·10−3 2.7
(5) SONIG using the hyperparameters of (3) 800 12.5 ·10−3 2.2 ·10−3 5.6
(6) NIGP on a subset, followed by SONIG on the rest 100/700 16.5 ·10−3 2.3 ·10−3 7.1
(7) FITC, using the hyperparameters of (2) 800 19.5 ·10−3 2.7 ·10−3 7.1

N
(
µ∗,Σ∗∗

)
for a large trial input set X∗. We then compare µ∗ with the true function

values and derive the MSE from this.

But just looking at the MSE is not enough. A crucial part of Gaussian process regres-
sion is that it knows how certain its predictions are. This is indicated by the covariance
matrix Σ∗∗, or at least, its diagonal elements Σ∗i∗i . Ideally the mean variance for all our
predictions should equal the MSE. This indicates that the algorithm is integer. If the
MSE is much larger than the mean variance, then it means that the algorithm believes
it is much more accurate than it actually is, leading to an overconfident algorithm. As
such, the ratio between the MSE and the mean prediction variance is an indication of
the ‘overconfidence’ of the algorithm.

An example outcome of the experiment is shown in Figure 5.4. Here we see that the
SONIG algorithm actually seems to be better at approximating strongly varying func-
tions than the NIGP algorithm. This is initially somewhat surprising, since the SONIG
algorithm has more approximating assumptions. However, this difference is mainly be-
cause the SONIG algorithm takes into account the second derivative of the mean in its
update law (5.50), while the NIGP method does not. If the SONIG algorithm also ignores
this second derivative, its performance would be similar to that of the NIGP algorithm.

However, we cannot make significant conclusions based on just one example run.
Instead, we run the experiment a large number (400) times. The average of the results is
subsequently shown in Table 5.1. There are various things that can be noticed from this
table. First of all, it confirms that the SONIG algorithm works better on these kinds of
problems than the NIGP algorithm, which we already explained.

Secondly, it seems that all algorithms are rather overconfident in their predictions,
apart from the regular Gaussian process regression method. That is, their actual MSE
is far higher than what the algorithm expects the MSE to be (being the mean predicted
variance).

Thirdly, it appears that using more measurements will provide a better accuracy. This
is of course not very surprising. But nevertheless it is worthwhile to note that the FITC
method (which does not take into account input uncertainty at all) with 800 measure-
ments performs better than the NIGP method with 200 measurements, and is still faster.
So sometimes it may be worthwhile to go for a ‘quick and dirty’ approach.
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Figure 5.4: Example results after running the various algorithms described in the main text. Shown are the
results for (1) and (2) in the top, (3) and (4) in the middle and (5) and (7) in the bottom. The results for (6) are
not shown because they are nearly identical to those of (5).
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Figure 5.5: The measurements obtained from the magneto-rheological fluid damper. These are used to identify
the dynamical behavior of the system.

5.4.2. IDENTIFICATION OF A MAGNETO-RHEOLOGICAL FLUID DAMPER
The next step is to test Algorithm 1, applying system identification through SONIG. We
will start doing so with a benchmark problem which is used more often in literature:
modeling the dynamical behavior of a magneto-rheological fluid damper. In particular,
the fluid damper is given a certain velocity (the input) and the damping force resulting
from this (the output) is then measured.

The measured data for this example was provided by Wang et al. (2009) and supplied
through The MathWorks Inc. (2015), which also discusses various system identification
examples using the techniques from Ljung (1999). More recently, it has been used in the
context of Gaussian Process State Space Models (GP-SSM) by Svensson et al. (2016) in
their Reduced Rank GP-SSM (RR GP-SSM) algorithm. These are the methods which we
will compare the SONIG algorithm to.

The measurement data has 3499 measurements, sampled every ∆t = 0.05 seconds,
and consisting of a single input u and a single output y . These are shown in Figure 5.5.
We will use the first 2000 measurements (10 seconds) for training (estimation) and the
next 1499 measurements (7.5 seconds) for evaluation (validation). The MathWorks Inc.
(2015) recommended to use one past output and three past inputs to predict subsequent
outputs. Based on this, we should use a model of the form

yk+1 =φ(yk ,uk ,uk−1,uk−2). (5.79)

We can tune the hyperparameters through the NIGP algorithm. Passing all 2000 mea-
surements to this algorithm will be very slow, so we feed a subset to it. Subsequently, we
do some further manual tuning of the hyperparameters, winding up with

Λx = diag
(
702,202,102,102) , λ2

f = 702, (5.80)

Σ+x = diag
(
22,0.12,0.12,0.12) , Σ+ f = 22.

Interestingly, these hyperparameters tell us something about the significance of the vari-
ous input parameters. It seems that uk does not affect the output yk+1 as much as earlier
inputs uk−1 and uk−2, as shown by its larger length scale.
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After processing a measurement ŷk+1, the SONIG algorithm will provide us with a
posterior distribution of y

k+1
, y

k
, uk , uk−1 and uk−2. Of these parameters, we need the

joint posterior distribution of y
k+1

, uk and uk−1 for the prior distribution of the next
input point.

We do not pick a specific set of inducing input points. Instead, we add them in an
online way according to the method discussed in Section 4.3.3, whenever we encounter
a training input point which is not close to any already existing inducing input point.
With the exact settings used, which can be found in the source code through Bijl (2016a),
this results in 32 inducing input points. This is a modest number, resulting in a relatively
fast training time of only a few (roughly 10) seconds for all 2000 measurements.

Now that the SONIG algorithm has been trained, we can apply it to the validation
data set. For this, we inform the SONIG algorithm about the starting point of the magneto-
rheological fluid damper and subsequently only feed it input data u. Based on this, the
algorithm needs to figure out the output y at every subsequent time step.

During this process, we also take into account the uncertainty in the SONIG esti-
mates. Note that, when predicting y

k
, the resulting posterior distribution of y

k
will have

some uncertainty. In other words, this random variable has a nonzero variance. If we
then use y

k
to predict y

k+1
, we take this variance into account according to the methods

of Section 5.1.
By applying all these ideas in the proper way, we get the results shown in Figure 5.6.

Here we see that the SONIG algorithm is very well capable of predicting future outputs.
The Root Mean Squared Error (RMSE) of the SONIG predictions, compared to that of
other methods, is shown in Table 5.2. This table also lists the results we would get if we’d
blindly apply GP regression or the NIGP algorithm to the nonlinear ARX function (5.77).
It confirms the good performance of the SONIG algorithm.

Table 5.2: Comparison of the results of various system identification methods when applied to the data from
the magneto-rheological fluid damper. All algorithms were given 2000 measurements for training and 1499
measurements for evaluation.

Algorithm RMSE Source

Linear OE model (4th order) 27.1 The MathWorks Inc. (2015)

Hammerstein-Wiener (4th order) 27.0 The MathWorks Inc. (2015)

NLARX (3rd order, wavelet network) 24.5 The MathWorks Inc. (2015)

NLARX (3rd order, tree partition) 19.3 The MathWorks Inc. (2015)

NIGP 10.2 This paper

GP regression 9.87 This paper

NLARX (3rd order, sigmoid network) 8.24 The MathWorks Inc. (2015)

RR GP-SSM 8.17 Svensson et al. (2016)

SONIG 7.12 This thesis

The caveat for these results is that they only follow from the proper hyperparameters.
Changing the hyperparameters slightly will already give results that are slightly worse,
though still better than those of the other methods. (Yes, I have done a bit of tweaking,
though not all that much.) And using strongly different hyperparameters will of course
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Figure 5.6: Prediction of the output of the magneto-rheological fluid damper by the SONIG algorithm, com-
pared to the true output and the best non-linear ARX model given by The MathWorks Inc. (2015). Note that in
transition regions like those at t = 11.3s, in which the SONIG algorithm is trained less well, the uncertainty is
relatively large. Also note that the two system identification methods often make the same mistakes, like for
instance at t = 12.3s.

completely invalidate the predictions.

5.4.3. NOISY STATE MEASUREMENTS OF THE PITCH-PLUNGE SYSTEM
Going back to wind energy applications, we apply our system identification algorithm
to the nonlinear pitch-plunge system described in Section 2.6. You may recall that this

system has four states: h, α, ḣ and α̇. We usually write x = [
h α

]T
so that the state

consists of x and ẋ . There was also one input β.
To identify the system, we will discretize it with time step ∆t = 0.1s. We can now

approximate the system as
xk+1 ≈ f (xk , xk−1,βk ). (5.81)

This is the function that we will strive to find using the SONIG algorithm.
To get any data about the system, we need to excite it. For this we use a sinusoidal

input signal β(t ) = A sin(2π f t ), with amplitude A = 0.5rad and frequency f = 0.4Hz. To
make it a bit more challenging, we also add a disturbance to the input signal randomly
taken from the uniform interval [−0.06,0.06]. The resulting input signal for the first ten
seconds is shown in Figure 5.7.

You may argue here that only identifying the dynamical behavior of the system at one
input frequency is a bit too easy. In fact, to properly identify a system, you generally need
to excite it at a sufficient number of different frequencies. Only then can you identify all
the different dynamics that may be present in the system. That is also the case here.
We mainly pick one frequency for reasons of simplicity: it is easier to understand what
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Figure 5.7: The first ten seconds of input β(t ) provided to the pitch-plunge system during its identification
through the SONIG algorithm. It is a sinusoid with distortions added for extra excitations.

is going on during the learning process, and the reduced training time makes it easier
to play around with the algorithm. Naturally it is also possible to introduce more input
frequencies, but this will increase the training time required for the SONIG algorithm to
figure out sufficiently well what is going on.

For the given input signal we run a simulation. This results in the state development
shown in Figure 5.8. This development already looks rather shaky. To make things harder
for our prediction algorithm, we will also add noise to these state values. Specifically, we
use Gaussian white noise with standard deviations of σh = 10−4m and σα = 6 ·10−4rad.

After the SONIG algorithm has been trained on the first fifty seconds of measure-
ments, it has only 27 inducing input points. With these inducing input points, we can
make the predictions shown in Figure 5.9. For these predictions, only the state x at time
t = 50s was given as well as the input β at any subsequent time.

In Figure 5.9 it is worthwhile to note that the variances of the estimates increase as
time passes. This makes sense. The further we go into the future, the more uncertain our
predictions become. What is more interesting is that, at some point, the uncertainties
just explode. At this point the algorithm basically tells us it does not have a clue anymore
what the state is likely to be.

The position of this big increase in variance depends on many factors. If the SONIG
algorithm gets more training data, then it becomes more certain about its predictions,
so this ‘uncertainty explosion’ takes place later. But if the input noise would become
larger, then the uncertainty increases and the jump happens sooner. Predicting in ad-
vance when this variance increase takes place seems to be nearly impossible though. It
depends on too many factors.

After the big increase in the prediction variance, also the mean of the estimates is not
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Figure 5.8: The state development of the pitch-plunge system. The first fifty seconds are used for training and
the remaining ten seconds for validation. Measurements were taken at a wind speed of U = 10m/s.

Figure 5.9: The prediction of the state development of the pitch-plunge system for the final ten seconds. Ini-
tially the estimates are valid, but as we go further into the future, the uncertainties grow, until the prediction
algorithm has no idea anymore what the future will hold.
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Figure 5.10: The prediction of the state development of the pitch-plunge system for the final ten seconds, when
the SONIG algorithm is told to reduce the variance of its estimates by 5% after every time step.

always sensible anymore, especially when predicting α. But this does raise the question,
‘What would have happened if that jump in variance had not occurred? Would the mean
of the estimates be more sensible then?’ We can figure this out if we manually toggle
down the variance. For example, we can manually tell the SONIG algorithm to reduce
the variance of the state predictions by 5% after every time step. This seems like a rather
arbitrary thing to do, but it does provide us with more accurate results, shown in Fig-
ure 5.10. So apparently it can sometimes be worthwhile to manually adjust the variance
of predictions made by the SONIG algorithm.

From this experiment we can conclude that the SONIG algorithm is capable of iden-
tifying nonlinear systems with multiple states that are subject to measurement noise.
Further research can look into what exactly the limits of the SONIG algorithm are. Can
the SONIG algorithm also identify more complicated systems?

This is actually a very subjective question. I believe that, if plenty of computational
resources are available, and if sufficient time is spent on properly tuning the hyperpa-
rameters, then pretty much any system can be identified through the SONIG algorithm.
So the main question is not what the SONIG algorithm is capable of doing, but how easy
it is to apply, especially when time and computational resources are limited. And that
strongly depends on the background of the person applying the SONIG algorithm.

5.5. OVERVIEW OF LITERATURE
As usual we take a look at how this subfield of Gaussian process regression developed,
and would what would be potential areas of future exploration.

5.5.1. LITERATURE OVERVIEW

The general problem of dealing with uncertain input points in (not necessarily Gaus-
sian process) regression problems is known as the errors-in-variables regression. An early
analysis into such methods was given by Dellaportas and Stephens (1995).

When it comes to Gaussian processes regression, early work was done by Girard and
Murray-Smith (2003). Their approach towards dealing with stochastic trial points con-
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sisted of using a Taylor approximation of the Gaussian process and integrating over that.
Though promising, it is not the solution which has become commonplace for stochas-
tic trial points. After all, it turns out that a Taylor approximation is not necessary here.
Instead, the moment matching approach discussed in Sections 5.1.3 and 5.1.4 suffices.
This approach was already described by Girard et al. (2003), Candela et al. (2003), but
was further developed by Deisenroth (2010), who then successfully used it in his PILCO
algorithm (see Deisenroth and Rasmussen (2011)).

When it comes to stochastic measurement points, there have been various less suc-
cessful attempts. One attempt was made by Dallaire et al. (2009), who effectively applied
the uncertainty incorporating SE covariance function (5.32). A similar approach was
taken by Girard and Murray-Smith (2003), who incorporated a Taylor approximation to
set up their own uncertainty incorporating covariance function.

The problem with these methods is that they do not take into account posterior data.
To see how this works, suppose that our measurements have given us a strong indication
that the function f (x) that we are approximating is mostly flat in one part of the input
space, and highly sloped in another part. In that case, we know that in the first part
the input noise does not have any significant effect, while in the second part it most
certainly does. This is useful data which we should take into account. Yet none of the
articles which we just described do. As a result, their predictions do not use all available
data and hence will not be as accurate as they could be.

A method that does take into account posterior data is the NIGP method developed
by McHutchon and Rasmussen (2011), also described in Section 5.2.2. This is a promis-
ing and effective method of taking into account uncertainty in the measurement input
points. Its main downside is that it cannot be applied to large data sets. That issue is
solved by the SONIG method developed in this chapter and published about through Bijl
et al. (2017a).

There are also other more circuitous methods to take into account uncertainty in
the measurement input points. Recent work makes use of techniques like variational
inference, as described by Titsias (2009), Titsias and Lawrence (2010). To learn more
about how you can apply these methods to take into account noisy input points, read
the work by McHutchon (2014), Damianou et al. (2016).

In addition, it is also possible to see the problem as a heteroscedastic one. In a het-
eroscedastic problem, the noise variance is yet another function of the input x . Con-
tributions on this were made by Goldberg et al. (1998), Le et al. (2005), Snelson and
Ghahramani (2006b), Kersting et al. (2007), Lazaro-Gredilla and Titsias (2011), Wang and
Neal (2012). We will not go further into depth on this though. After all, assuming het-
eroscedasticity would give more degrees of freedom to the learning algorithm than is
actually required – we already know that the ‘additional output noise’ due to the input
noise depends on the slope of the function – so these methods are expected to perform
less well than other methods which do take this knowledge into account.

5.5.2. SUGGESTIONS FOR FURTHER RESEARCH

The SONIG algorithm developed in this chapter is still very new. As a result, there are
plenty of ways in which it can be improved further. We will look at a few.
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• Improving the method to find the posterior input distribution
In Section 5.2.4 we looked at a method to find/approximate the posterior distribution
of the measurement input point. At the end of this section we discussed an iterative
procedure of getting the most accurate approximation. The problem with this pro-
cedure is that it does not always converge. It would be very interesting to figure out
in which cases this happens, and whether this can be worked around in such a way
that the method always returns a proper posterior distribution.

• Improving the toolbox inversion problems
There is a SONIG Matlab toolbox available at Bijl (2016b). The main problem that
this toolbox is subject to is the inability of Matlab to invert certain types of matrices.
(For example, take Xu = {−10,−9, . . . ,9,10}, use λ f = 1, λx = 4 and set up Kuu . Matlab
will not be able to properly find the inverse K −1

uu .) Working around this in some way
would significantly improve at least the user-friendliness of the toolbox. However,
doing so might require fundamental changes in the way Matlab inverts matrices, or
a switch away from Matlab altogether. I would recommend the latter.

• Incorporating a prior covariance between the input and the output
In Section 5.3.4 we have looked at how we can calculate the posterior covariance be-
tween the input x+ and the output f +. However, if such a covariance is also present a

priori, then the SONIG algorithm is not yet capable of taking that into account. This
may for instance happen when the measurement noise present on the input and on
the output is correlated. How can we take such a correlation into account?

• Online tuning of the hyperparameters
The SONIG algorithm is an online method. However, it depends on offline methods
(like the NIGP method) for the tuning of its hyperparameters. Just like we wondered
in the previous chapter, we should once more ask ourselves, ‘Is it possible to tune the
hyperparameters in an online way?’ And can we then also do so when the measure-
ment input points are subjected to noise?

• Improving the NIGP algorithm by incorporating the second mean derivative
In footnote 8 on page 126 we noted that the NIGP method could potentially be im-
proved by incorporating the second derivative of the mean in its expressions. Whether
this actually amounts to an improvement is something which needs to be confirmed
by experiments. It would be interesting to see how much of an improvement this
would actually result in. Also, incorporating this improvement into the NIGP source
code could also be useful for people using this code.

• Sampling from the future development of a system output
In Sections 5.4.2 and 5.4.3 we saw that we can use the SONIG algorithm to predict
the future for systems we identified. The result can again be plotted like a Gaussian
process. An interesting question is, ‘Can we also take samples from this prediction,
as if it was a Gaussian process?’
For the Gaussian processes we have seen in earlier chapters this used to be possible,
because we can know the covariance between any two predicted values. However,
the SONIG algorithm does not provide us with the covariance between predicted val-
ues that are quite some time apart. So how would sampling work then? Is it possible
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to adjust the SONIG algorithm to calculate such covariances after all? And addition-
ally, if it would be possible to sample from the future development of the state, would
these samples be sensible, especially after the variance blows up like in Figure 5.9?
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Summary — The maximum of a Gaussian process does not occur at a fixed point, but it is
actually a random variable with a distribution of its own. This distribution cannot be cal-
culated analytically, and trying to find it by looking at the derivative of a Gaussian process
fails because we also find local optimums. Instead, we can approximate the maximum
distribution using a Monte Carlo approach: through particles.

To improve the convergence properties of the resulting Monte Carlo maximum distribu-
tion algorithm, we can implement several ideas from sequential Monte Carlo samplers,
mostly related to importance sampling. When we do, we can efficiently approximate the
distribution of the maximum of a Gaussian process.

We can then apply this algorithm to the Gaussian process optimization problem. The
problem here is to optimize an unknown function: which inputs should we try, to find
the optimum, while keeping the regret limited? A variety of methods exist here. Most of
them make use of an acquisition function, and we pick the input point maximizing this
acquisition function. An alternative idea is to sample from the maximum distribution,
which results in Thompson sampling.

Experiments show that which optimization method works best mostly depends on which
function you are optimizing, as well as how much you tune the optimization method to
this function. As such, we cannot say which optimization method works best.

Despite this, various optimization methods have successfully been applied at tuning the
controller gains of a wind turbine simulation, reducing the fatigue damage it sustained
by minimizing the damage equivalent load. Directly minimizing the damage equivalent
load in an online data-driven way is something that most tuning algorithms cannot do,
due to the nonlinear nature of the damage equivalent load. However, Gaussian process
optimization has been designed to deal with uncertainties and nonlinearities, making it
ideally suited for systems suffering from these properties.

147
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We often use Gaussian processes to approximate value functions, cost functions and
such. Because of this, it is important to know how to find the maximum (or equivalently,
the minimum) of a Gaussian process. We can do this either for a given Gaussian process,
or we can choose measurement points ourselves to most efficiently find the maximum.

We will start with looking at how to find the maximum of a given Gaussian process
(Section 6.1). We discover that particles methods are an effective way of doing so, but to
further improve on the developed method, we need to learn more about particle meth-
ods. That is why we take a quick intermezzo on sequential Monte Carlo samplers (Sec-
tion 6.2) and then use these ideas to further improve our methods (Section 6.3).

After knowing how to find the maximum of a given Gaussian process, we look into
the process of Gaussian process optimization, where we have to find the optimum of a
function f (x), all the while approximating it through Gaussian process regression (Sec-
tion 6.4). We continue by testing all our methods in a couple of experiments (Section 6.5)
and end with an overview of the literature (Section 6.6).

6.1. FINDING THE MAXIMUM OF A GAUSSIAN PROCESS
Consider a given Gaussian process. How do we find the maximum of this? That is the
central question we will look at now. We start with introducing the concept of the maxi-
mum distribution (Section 6.1.1). We then apply an analytical approach (Section 6.1.2), a
derivative approach (Section 6.1.3) and a particle approach (Section 6.1.4) towards find-
ing this maximum distribution. For the particle approach, we then study the distribution
which the particles in the limit converge to (Section 6.1.5) and what this distribution in-
tuitively means (Section 6.1.6).

6.1.1. THE MAXIMUM DISTRIBUTION
Consider a Gaussian process with a posterior mean function µ(x) and posterior covari-
ance function Σ(x , x ′). An example is shown in Figure 6.1. We want to find the maximum
of this Gaussian process. That is, the optimal input1 x∗ where this maximum appears
and the corresponding optimal output f ∗ = f (x∗). However, first we should ask our-
selves ‘What do we mean with the maximum?’

You could argue that the maximum of the GP is simply the maximum of the mean
function µ(x), but this would be incorrect. After all, we have seen in Section 2.3.2 that
a Gaussian process is basically a distribution over functions. As such, we should look at
various sample functions from this distribution, which are also shown in Figure 6.1.

Here we see something interesting though. All these samples functions from Fig-
ure 6.1 have a different maximum! As such, the maximum x∗ is not a fixed point, but is
a random variable x∗. And just like every random variable, it has a distribution called
the maximum distribution. Hence, finding the maximum of a Gaussian process comes
down to finding the maximum distribution.

How do we do that? Option one is to sample thousands of functions from the Gaus-
sian process, find the maximum for each one and make a histogram of the results. This
brute-force method gets the job done pretty well, resulting in Figure 6.2. However, it

1In literature the optimal input is usually denoted by x∗, but we use x∗ so as not to confuse it with trial input
points x∗.
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Figure 6.1: An example Gaussian process (λ f = 1, λx = 0.6) generated from nm = 20 measurements, with three
sample functions. Note that the three sample functions all have their maximums, indicated by crosses, in very
different positions. The measurements were generated from the function f (x) = cos(3x)− 1

9 x2+ 1
6 x (not shown

here) and were subjected to a noise with standard deviation σ̂ fm = 0.3.

Figure 6.2: The maximum distribution of the Gaussian process of Figure 6.1. It was obtained by taking 100000
sample functions from the GP, finding the position of the maximum for each one and generating a histogram.
Note that within the interval [−3,3] there are three places where maximum is likely to be, each with its own
likelihood. There is also a spike at the left end of the interval. Such spikes regularly happen when there is a
strong uncertainty near the end of the interval.
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is very computationally intensive. And although this can be solved through parallel
computing, we still run the risk of finding only local optimums, especially for higher-
dimensional nonlinear functions. So isn’t there an analytical solution for the maximum
distribution?

6.1.2. AN ANALYTICAL APPROACH TO FINDING THE MAXIMUM
Let’s suppose that we have a set X of possible input points x1, x2, . . .. (Usually, X equals
the set of trial points X∗.) For each of these input points xi , we have a function value
f

i
≡ f (xi ). We now write the maximum distribution as pm(xi ). So we have pm(xi ) ≡

p(xi = x∗). In other words, this equals the probability that f
i

is the maximum.

To make this problem a bit easier, we will for now assume that the number of points
is a finite number n. Within Gaussian processes, this does not have to be the case, so
this assumption does limit us somewhat, but for now we ignore that. In this case, the
probability that f

1
is the maximum can be written as

pm(x1) = p( f
1
> f

2
, . . . , f

1
> f

n
), (6.1)

and similarly for other input points. To find this probability, we can find the difference

f̃ ≡


f

1
...

f
1

−


f

2
...

f
n

∼N
(
µ̃, Σ̃

)
(6.2)

=N


µ1 −µ2

...
µ1 −µn

 ,

Σ11 −Σ12 −Σ21 +Σ22 · · · Σ11 −Σ1n −Σ21 +Σ2n
...

. . .
...

Σ11 −Σ12 −Σn1 +Σn2 · · · Σ11 −Σ1n −Σn1 +Σnn


 .

The probability that f
1

is the maximum is now given by

pm(x1) = p( f̃ > 0), (6.3)

where the inequality must hold for every element of the vector f̃ . Note that the number

of elements of f̃ equals n−1. As such, when n = 1 we directly have pm(x1) = 1 and when
n = 2 it follows through Theorem B.12 that

pm(x1) = p( f̃ > 0) (6.4)

=Φ (∞)−Φ
(

µ2 −µ1p
Σ11 +Σ22 −2Σ12

)
=Φ

(
µ1 −µ2p

Σ11 +Σ22 −2Σ12

)
,

where Φ(x) is the Cumulative Density Function (CDF) of the standard Gaussian distri-
bution, defined in (B.70). Note that we have used Φ(∞) = 1 and 1−Φ(x) = Φ(−x). The
CDFΦ(x) does not have an analytical expression, but at least it is well-known and can be
easily computed through numerical methods.



6.1. FINDING THE MAXIMUM OF A GAUSSIAN PROCESS

6

151

This is a different story when n > 2. Now we need to compute the probability

pm(x1) = p( f̃ > 0). (6.5)

However, doing so in an efficient and accurate way for arbitrary µ̃ and Σ̃ is a very com-
plicated problem.

For small n (up to n = 4) the resulting probability is usually approximated through
adaptive quadratures, while for larger n (up to n = 25) it is often better to use some kind
of quasi-Monte Carlo integration algorithm. For more details about these methods, see
the work by Drezner (1994), Genz (2004).

However, when we have many more dimensions, the problem becomes impossible
to solve. Either the results will be very inaccurate, or the runtime will increase to unac-
ceptable proportions. (Or both.) In Gaussian process regression we generally work with
hundreds to thousands of points, if not more. As such, we can conclude that solving this
problem analytically is not possible.

6.1.3. A DERIVATIVE APPROACH TO FINDING THE MAXIMUM

Another option is to use the derivative to find the position of the maximum. At the po-
sition of the maximum, the derivative must be zero. Since the derivative of a Gaussian
process is a Gaussian process as well, as we saw in Section 2.5.1, we can just check the

probability of
d f

d x being equal to zero. When we apply this and normalize the result, we
get Figure 6.3 (right).

Figure 6.3: For the Gaussian process shown in Figure 6.1, the derivative Gaussian process (left) together with
the normalized probability that this derivative equals zero (right).

There are two main problems with this approach. The first is that we also find the
minima of the function. This can be solved by taking into account the second derivative
as well. That is, we consider the probability

p

(
d f

d x
= 0,

d 2 f

d x2 < 0

)
= p

(
d 2 f

d x2 < 0

∣∣∣∣d f

d x
= 0

)
p

(
d f

d x
= 0

)
. (6.6)
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The easy part here is finding the probability p

(
d f

d x = 0
)
, since we just calculated this for

Figure 6.3. The hard part is finding the probability

p

(
d 2 f

d x2 < 0

∣∣∣∣d f

d x
= 0

)
. (6.7)

We know how to find the joint distribution of
d f

d x and
d 2 f

d x2 and as such we can also find the

distribution of
d 2 f

d x2

∣∣∣ d f

d x = 0. However, you should keep in mind that, since x is a vector,

this quantity is a matrix. As such, we need to determine the probability that this random
matrix is negative definite. This problem by itself is very hard, if not impossible, to solve
efficiently.

We can work around this, if we add an assumption: we assume that all non-diagonal

elements of the second derivative
d 2 f

d x2 are zero. In this case, checking for negative def-
initeness is easy: all diagonal elements have to be negative. However, this assumption,
suggested by Hernández-Lobato et al. (2014a), can also mark saddle points as optimums,
which is of course incorrect.

If we are dealing with a single-input function in which the input x equals a scalar
x, this saddle point problem does not occur. After all, a scalar value is negative defi-
nite when it is negative. By working out this idea further, we can obtain the maximum
distribution displayed in Figure 6.4, which directly shows a second problem with this
approach.

Figure 6.4: The (normalized) probability that the GP from Figure 6.1 has both a zero derivative and a negative
second derivative.

Looking at Figure 6.4, we see that all the peaks are more or less equally large, so it
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seems as if the maximum is equally likely to be at −2, at 0 and at −2. Naturally this is
incorrect, and the fault comes from the fact that our method only considers local maxi-
mums. We do not consider the value of these maximums and which one might have the
largest value.

To solve this, Hernández-Lobato et al. (2014a) suggest to add the requirement that
f (x∗) is larger than all previous measurements f̂m1 , . . . , f̂mnm

. Or equivalently, by re-

quiring f (x∗) to be larger than the maximum of f̂m1 , . . . , f̂mnm
. This is a rather sensi-

tive assumption, as the maximum of these values strongly depends on what noise we
happened to have during that particular measurement. A single case of very ‘benefi-
cial’ noise will significantly affect the algorithm. Nevertheless, it may be better than the
alternative assumptions, though for more information on this you can read the work
by Hernández-Lobato et al. (2014a).

We can conclude that using derivatives may in some cases be an effective way of
finding local maximums of a Gaussian process. Finding global maximums is still difficult
though, and it requires additional restrictive assumptions. Since this method is not ideal
yet, let’s consider a different method.

6.1.4. A PARTICLE APPROACH TO FINDING THE MAXIMUM
Let’s go back to our situation where we had n function values f

1
, . . . , f

n
. To find the true

maximum distribution of Figure 6.2, we basically set up n bins, one for each input xi . We
then took a sample from the n-dimensional distribution f and found the maximum. The
bin corresponding to this maximum got one counter or particle. After a fixed number np

samples, we were done. We found our approximated maximum probability distribution.
The problem here was that, if n is large, then this will be a computationally intensive

process. After all, generating a sample from f takes O (n3) time. We need to fix that. The
idea now is not to compare all n points, but only compare two points at a time. In short,
the plan is the following.

1. We start by dividing all np particles randomly (or regularly) over all n bins.

2. For each particle, we apply the following steps.

(a) Consider the bin xi it is in.

(b) Pick a random bin x j (which in theory might be the same).

(c) Set up the joint distribution[
f (xi )

f (x j )

]
∼N

([
fi

f j

]∣∣∣∣[µ(xi )
µ(x j )

]
,

[
Σ(xi , xi ) Σ(xi , x j )
Σ(x j , xi ) Σ(x j , x j )

])
(6.8)

and take a sample
[

f̂i f̂ j
]T

from this.

(d) If f̂ j > f̂i , move the particle from bin xi to x j .

3. We repeat the above procedure until the distribution of particles has more or less
converged.

We call this algorithm the Monte Carlo Maximum Distribution (MCMD) algorithm, named
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after the Monte Carlo methods which we further discuss in the next Section 6.2.
Let’s discuss some terminology. We will call the existing particles, and the bins which

they are in, the champions. The comparison of a particle and its input point by another
input point is called a challenge and the corresponding challenging input point is called
the challenger. The whole process of challenging every individual champion is called a
round of challenges. We denote the number of rounds used by nr .

When we apply the algorithm for several rounds, we get the developments shown in
Figure 6.5. Here we see that the MCMD algorithm mostly works, but there are two poten-
tial issues. The first is that the particles do not seem to converge to the true maximum
distribution but to a different distribution. The second is that convergence is somewhat
slow. After nr = 20 challenge rounds we are nearly there. For problems with a larger or
higher-dimensional input space, we will require far more rounds, which would be unac-
ceptable.

Figure 6.5: The development of the distribution of particles over nr = 20 rounds. Shown are the true maximum
distribution from Figure 6.2, the limit distribution of the particles derived in Section 6.1.5 and the distribu-
tion of the particles over each of the rounds. The darker the line, the later the round is. Note that the limit
distribution of the particles does not equal the true maximum distribution.

We will save the second problem for Section 6.3, after a quick intermezzo into Monte
Carlo and particle methods (Section 6.2), but we can look into the problem of the limit
distribution now.

6.1.5. FINDING THE LIMIT DISTRIBUTION OF THE PARTICLES
Let’s see if we can analytically calculate the limit distribution of the particles in the MCMD
algorithm. If we can indeed do so, then we right away know that the distribution is dif-
ferent from the true maximum distribution, since no analytical expression for that dis-
tribution exists.
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Suppose that, after round k, the number of particles in bin xi is denoted by nk
i . Let’s

calculate how many particles are expected to be in each bin after another round of chal-
lenges. To be precise, let’s calculate the quantity nk+1

i .
We know that the particles from any bin x j (with j 6= i ) might move to bin xi . There

currently are nk
j particles in bin x j . These particles have a 1

n chance to be challenged by

xi . Additionally, let’s denote the chance that xi will ‘beat’ x j by Pi j . As such, a number
1
n Pi j nk

j particles will move from bin x j to xi . This means that the expected number of

particles moving into the bin xi equals

Expected particles entering xi :
1

n

n∑
j=1

Pi j pk
j . (6.9)

In this equation, we can calculate the probability Pi j from (6.4). It equals

Pi j ≡ p( f
i
> f

j
) =Φ

(
µi −µ j√

Σi i +Σ j j −2Σi j

)
= 1

2
+ 1

2
erf

 µi −µ j√
2
(
Σi i +Σ j j −2Σi j

)
 , (6.10)

with erf(. . .) being the well-known error function.
However, particles may also leave the bin xi . There are currently nk

i particles in the

bin xi . Each other bin x j has a 1
n chance of challenging each of these particles, and

subsequently a chance of P j i of winning. As such, the expected number of particles
leaving bin xi equals

Expected particles leaving xi :nk
i

1

n

n∑
j=1

P j i . (6.11)

From this it follows that

nk+1
i = nk

i + 1

n

n∑
j=1

(
Pi j nk

j −P j i nk
i

)
. (6.12)

Note that in the sum we should actually ignore j = i , but even if we do sum over it, the
corresponding summation term will become zero. This does not even depend on the
value which we would assign to Pi i , even though I usually define Pi i = 1

2 .

Next, let’s lump all values nk
1 , . . . ,nk

n into the vector nk and let’s lump all probabili-
ties Pi j into the matrix P . Note that P is not a symmetric matrix, but we instead have
P +P T = 1n , with 1n being the n ×n matrix in which all elements equal 1. By carefully
considering (6.12), and which terms we are multiplying and adding up, we can now write

nk+1 = nk + 1

n

(
P −diag(1nP )

)
nk . (6.13)

In the limit case we will have a stationary distribution n̄ of particles. As such, we then
have nk+1 = nk = n̄. This can only happen if the last term in the above expression is
zero. Hence, we must have (

P −diag(1nP )
)

n̄ = 0. (6.14)
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We cannot use this expression directly to find n̄, because the above matrix is not invert-
ible. To be precise, it is of rank n −1. However, we also know that the sum of all particles
in all bins equals the total number of particles np . That is,

1T n̄ = np . (6.15)

If we replace the bottom row of (6.14) by this expression, then we do have an invertible
matrix and we can calculate the limit distribution of the particles. This limit distribution
is also shown in Figure 6.5.

From Figure 6.5 we can see that the limit distribution does not equal the true max-
imum distribution. It is slightly less peaky. This means that the algorithm is somewhat
less certain of where the maximum will be, but it is aware of this uncertainty. In addition,
as the Gaussian process gets more measurement data and hence becomes more accu-
rate, also the maximum distribution will become more and more accurate, reducing the
effects of this problem.

6.1.6. AN INTUITIVE VIEW ON THE TWO DIFFERENT DISTRIBUTIONS
Let’s ask ourselves, ‘Why is the limit distribution different from the true maximum dis-
tribution?’ To figure this out, we will consider an example problem.

Consider the Gaussian random variables f
1

, f
2

and f
3

. We assume that f
1

and f
2

are always equal, except for a tiny bit of noise. That is, f
2
= f

1
+ν, with ν ∼ N

(
0,ε2

)
and where ε is a very small number. On the flip side, f

3
is independent from all other

parameters. If we furthermore take the means as zero and the variances as one, then we
get the distribution  f

1
f

2
f

3

∼N

 f1

f2

f3

∣∣∣∣
0

0
0

 ,

1 1 0
1 1+ε2 0
0 0 1

 . (6.16)

We can reason for ourselves what the true maximum distribution will be. In 50% of the
cases f

3
will be larger than f

1
≈ f

2
and hence be the maximum. In the other 50% of the

cases, either f
1

or f
2

will be the largest, depending on the noise ν. So f
1

and f
2

each are

the maximum in 25% of the cases.
However, now let’s consider the matrix P . Any function value f

i
has a 50% chance to

be bigger than any other function value f
j
. As such, P equals

P =
 1

2
1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

 , (6.17)

which eventually results in a stationary particle distribution of

n̄ =
 1

3
1
3
1
3

n. (6.18)



6.2. INTERMEZZO: SEQUENTIAL MONTE CARLO SAMPLERS

6

157

Based on this, the particle method is incapable of taking into account covariances be-
tween other function values. That is, if f

3
happens to be larger than f

2
in a certain case,

the algorithm cannot determine that f
3

then automatically is also larger than f
1

. This

leads to a lower estimated probability that f
3

is the maximum.

This problem is inherent in the algorithm and in the simplifications that we had to
make. However, as we saw in Figure 6.5, for most Gaussian processes it just results in a
slightly less peaky maximum distribution, which is not a significant problem. And there
also is a way in which we could reduce this effect.

6.1.7. USING MULTIPLE CHALLENGERS
We have found that the limit distribution of the particles does not equal the true maxi-
mum distribution of the Gaussian process. We can get the limit distribution closer to the
true maximum distribution by adjusting the MCMD algorithm. Instead of challenging
every champion particle by a single challenger, we now challenge it by nc challengers.
So for each of the np particles xi , we pick nc random bins x j1 , . . . , x jnc

and set up the
joint distribution

f (xi )

f (x j1 )
...

f (x jnc
)

∼N




fi

f j1

...
f jnc


∣∣∣∣

µ(xi )
µ(x j1 )

...
µ(x jnc

)

 ,


Σ(xi , xi ) Σ(xi , x j1 ) · · · Σ(xi , x jnc

)
Σ(x j1 , xi ) Σ(x j1 , x j1 ) · · · Σ(x j1 , x jnc

)
...

...
. . .

...
Σ(x jnc

, xi ) Σ(x jnc
, x j1 ) · · · Σ(x jnc

, x jnc
)


 .

(6.19)
We then take a sample from this distribution, find the maximum of this sample vector,
and put the particle in the corresponding bin.

Note that in the limit case, if we set the number of challengers nc equal to the number
of bins n, and if we ensure that all challengers are from different bins, then we get the true
maximum distribution. This even happens after a single round of challenges. Naturally,
for continuous problems with infinitely many bins n, this will not be possible, but this
does show that if we take a sufficient number of challengers, we get closer and closer to
the true maximum distribution. This is also confirmed by Figure 6.6, which shows that
by using multiple challengers we not only get faster convergence but also converge to a
distribution closer to the true maximum distribution.

For the rest of this thesis, for reasons of simplicity, we will use only nc = 1 challenger.
We can always implement more challengers in the case where we wind up with an incor-
rect distribution of particles.

6.2. INTERMEZZO: SEQUENTIAL MONTE CARLO SAMPLERS
We can improve the MCMD algorithm significantly by applying ideas from sequential
Monte Carlo samplers (SMC samplers). To do so, we first need to know how such sam-
plers work. This is explained well by the books of Owen (2013) and Schön and Lindsten
(2017). However, this section provides you with a quick introduction into the subject,
with most of the theory taken from either of these books.

We start by examining the main idea behind Monte Carlo methods (Section 6.2.1).
Then we introduce a technique called importance sampling (Section 6.2.2) and extend
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Figure 6.6: The development of the distribution of particles over nr = 5 rounds when we use nc = 30 chal-
lengers per round. Shown are the true maximum distribution from Figure 6.2, the limit distribution of the
particles if we would use only nc = 1 challenger per round, and the distribution of the particles over each of the
rounds. The darker the line, the later the round is. Note that the final distribution of particles converges faster
and also converges to a limit distribution closer to the true maximum distribution, as compared to the previ-
ous limit distribution which is still shown for comparison. (Calculating the new limit distribution analytically
is impossible.)
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it to self-normalized importance sampling (Section 6.2.3). We then extend the ideas
to multiple time steps through sequential importance sampling (Section 6.2.4). Sub-
sequently, we solve a few problems which might occur by introducing the concepts of
resampling (Section 6.2.5), mixture importance sampling (Section 6.2.6) and defensive
importance sampling (Section 6.2.7).

6.2.1. THE IDEA BEHIND MONTE CARLO METHODS
Suppose that we have some system with state equation

xk+1 = f (xk ). (6.20)

Here the state transition function f (xk ) does not even have to be a deterministic sys-
tem. It can also be subject to process noise, such that inserting the same input xk does
not always give the same output xk+1. However, we do assume that we know this state
transition function f (xk ), including the distribution of the noise.

The main question we now want to ask is, ‘If xk is a random variable, distributed
according to p(xk ), what is then the distribution p(xk+1) of xk+1?’

For arbitrary distributions p(xk ) and arbitrary functions f (xk ), there is no general
analytical solution. There is something else we can do though. We can pick a large num-
ber np of samples x1

k , . . . , x
np

k from the distribution p(xk ). We will call these particles. For

each of them, we calculate x1
k+1, . . . , x

np

k+1 through (6.20). Bluntly put, we just pick lots
of random initial states from our known distribution and see what the outcome will be.
This type of methods is known as Monte Carlo2 methods.

Based on the particles x1
k+1, . . . , x

np

k+1, we can now set up the distribution of xk+1.
Officially the result would be the probability density function

xk+1 ∼ p(xk+1) = 1

np

np∑
i=1

δ
(

xk+1 −x i
k+1

)
. (6.21)

This posterior distribution has a lot of advantages when we want to calculate things with
it. For instance, if we want to find the expected value of h(xk+1) for any transforming
function h(. . .), it follows as

E
[
h

(
xk+1

)]= ∫
X

h(xk+1)p(xk+1)d xk+1 (6.22)

= 1

np

np∑
i=1

∫
X

h(xk+1)δ
(

xk+1 −x i
k+1

)
d xk+1

= 1

np

np∑
i=1

h
(

x i
k+1

)
.

The probability density function (6.21) is not very suitable for making nice plots though.
After all, we are plotting very spiky delta functions. We would get a result like that from
Figure 6.7 (top right).

2The name ‘Monte Carlo’ originated as a code name for the method during the Manhattan Project in the 1940s,
where such methods were central to the simulations that were performed. The name itself refers to the Monte
Carlo casino in Monaco.
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Figure 6.7: An application of calculating the distribution of the next state of a system. We start with the distribu-
tion of the initial state xk (top left), which we (quite arbitrarily) choose to be uniform. We know its properties.
We then sample np particles from this initial distribution. We use either np = 20 or np = 1000 in this example.

For all these particles xk we calculate xk+1 = f (xk ) = 0.8xk +ν, where we have ν ∼ N
(
0,0.12)

. We then use
these particles to approximate the distribution of xk+1. We either do this through the delta function (top right),
a block kernel function with width w = 0.1 (bottom left) or a Gaussian kernel function with width σx = 0.05
(bottom right). Also the analytical distribution of the next state has been calculated and plotted as comparison.
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To solve this issue, we can use a technique known as Kernel Density Estimation (KDE).
In this method we use a kernel3 kx (xk+1, x i

k+1) to estimate the probability density as

xk+1 ∼ p(xk+1) = 1

np

np∑
i=1

kx (xk+1, x i
k+1). (6.23)

As kernel function, we can use a block function with some width w , a Gaussian expo-

nential function N
(

xk+1|x i
k+1,Σx

)
, or something else. Pretty much any kernel can be

used, although we do want to use kernel functions whose integral equals one, to get a
proper probability density functions. Some possible results are shown in Figure 6.7.

It is worthwhile to note here that, as you get more particles, your approximation be-
comes more accurate. At the same time, as you get more particles, you can also reduce
the width of your kernel function, up to the point where you graph stops being nice and
smooth.

6.2.2. IMPORTANCE SAMPLING
Let’s take a look at the distribution p(xk ) of the initial state. It may happen that there
is a certain region χ in the state space where the states are very important, while the
probability p(xk ), with xk ∈ χ, is very small. We call these rare events. If we sample our
particles from p(xk ), then we are unlikely to get particles representing these rare events
at all. This results in an incomplete picture. How can we solve this?

The key is to not draw our samples from the distribution p(xk ), but use another dis-
tribution q(xk ) to sample our particles from. For instance, we can take a distribution
q(xk ) which gives more particles representing rare events. There is one small problem
with this though.

Suppose that we want to find the mean of xk . This mean is formally defined as

E
[

xk

]= ∫
X

xk p(xk )d xk . (6.24)

We can also find the mean from our particles x1
k , . . . , x

np

k . This is done by applying (6.21),
similarly to what we did at (6.22). In our old set-up it would follow that

E
[

xk

]= ∫
X

xk p(xk )d xk = 1

np

np∑
i=1

∫
X

xkδ
(

xk −x i
k

)
d xk = 1

np

np∑
i=1

xk . (6.25)

If we use the new set-up, and select our particles from q(xk ), we wind up with a different
result though. The key here is to instead write

E
[

xk

]= ∫
X

xk
p(xk )

q(xk )
q(xk )d xk =

∫
X

xk w(xk )q(xk )d xk , (6.26)

where we have defined the weight w(xk ) to equal p(xk )
q(xk ) . From this comes the idea of

adding weights to the particles, also known as importance sampling.

3We use the notation kx (. . .) here, instead of k(. . .), to prevent confusion with the Gaussian process covariance
function.
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Let’s take a look at how exactly it works. Suppose that we want to find the posterior
distribution of xk+1. To find this, we sample particles x1

k , . . . , x
np

k from q(xk ). To every

particle we attach a weight w i = w(x i
k ). Subsequently, we feed all particles x1

k , . . . , x
np

k
through the state transition function f (xk ) to get the particles in the next time step
x1

k+1, . . . , x
np

k+1. The posterior distribution of xk+1 can now be approximated through

xk+1 ∼ p(xk+1) = 1

np

np∑
i=1

w i kx (xk+1, x i
k+1). (6.27)

It is important to note that events which we emphasize through q(xk ) (like the rare
events) will get more particles than before, but these particles subsequently have a lower
weight. As such, we will still find the correct posterior distribution.

6.2.3. SELF-NORMALIZED IMPORTANCE SAMPLING
Let’s consider these weights w(xk ). What kind of values can they have? Naturally, if q(xk )
is very large or very small for certain states xk , these weights can have very small or very
large values as well. The average value for these weights, however, is

E [w(xk )] =
∫

X
w(xk )q(xk )d xk =

∫
X

p(xk )

q(xk )
q(xk )d xk =

∫
X

p(xk )d xk = 1. (6.28)

So the sum of all np weights on average equals np . Note that this is an average. It may
happen that we have selected more rare events than expected, and the sum of all weights
will be a bit lower, or we have selected less rare events, and the sum will be higher. Never-
theless, the sum of all weights has an expected value of np , which is an important insight
to keep in mind.

Now let’s make our problem a bit harder. Suppose that we do not know the prior
distribution p(xk ) itself, but we do know it up to a proportionality constant. That is,
we can calculate the value of p̃(xk ) = C p(xk ), but both C and p(xk ) are unknown. In
addition, we cannot just integrate over p̃(xk ) to find C , because that would require too
many computations. How can we now still get our algorithm working?

The key here is to use our knowledge that the weights on average equal one, and to
manually enforce this. To accomplish this, we first redefine the weights w(xk ) as

w(xk ) = p̃(xk )

q(xk )
=C

p(xk )

q(xk )
. (6.29)

So every time we sample a particle x i
k , we use the above equation to calculate its weight

w i . Next, we need to enforce that our weights on average equal one. In other words, we
normalize the weights according to4

w̃ i ≡ w i

w̄
, (6.30)

4In some literature the weights are normalized such that their sum equals one. We normalize the weights such
that their sum equals np and their mean value equals one.
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where the w̃ notation means ‘weights after normalization’ and the mean weight w̄ equals

w̄ ≡ 1

np

np∑
i=1

w i . (6.31)

The approximation of the distribution of xk+1 now becomes

xk+1 ∼ p(xk+1) = 1

np

np∑
i=1

w̃ i kx (xk+1, x i
k+1) =

∑np

i=1 w i kx (xk+1, x i
k+1)∑np

i=1 w i
. (6.32)

Note that, irrespective of which value C might have, it will drop out of the equations.
This method – normalizing the weights by making sure they are on average equal to one
– is known as self-normalized importance sampling.

6.2.4. SEQUENTIAL IMPORTANCE SAMPLING
We now know how to find the distribution of xk+1 given the distribution of xk . Or equiv-
alently, we know how to find the distribution of xk given the distribution of xk−1. Next,
suppose that we perform a state measurement according to

yk = g (xk )+ν, (6.33)

with g (. . .) the known output function and ν ∼ N
(
0,Σy

)
being Gaussian white output

noise, where Σy is also known. How can we take this measurement into account in our
distribution of particles?

The key here is to apply Bayes’ law. The probability that we have some state xk , given
that we have obtained a measurement yk , equals

p(xk |yk ) = p(yk |xk )p(xk )

p(yk )
. (6.34)

We can apply this law to the distribution of the state xk . The left-hand-side term p(xk |yk )
is the posterior state distribution which we want to find. We know the observation like-
lihood p(yk |xk ) from (6.33) and the prior state distribution p(xk ) from (6.32). It follows
that

p(xk |yk ) = p(yk |xk )

p(yk )

1

np

np∑
i=1

w̃ i kx (xk+1, x i
k+1). (6.35)

From this we can see that incorporating our measurement comes down to adjusting the
weights. Ideally, we would use as weight update law

w̃ i ← w̃ i p(yk |xk )

p(yk )
. (6.36)

However, this is generally not possible, because the marginal likelihood p(yk ) is not
known. It is a constant though, not depending on xk . As such, we can apply the self-
normalization trick again, first defining

w i ← w̃ i p(yk |xk ), (6.37)
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and then normalizing the weights through

w̃ i ← w i

w̄
= w i∑np

i=1 w i
. (6.38)

By updating the weights in this way, we can take into account measurements of the state.

6.2.5. RESAMPLING
There is a problem with the set-up we have now. To see what it is, we need to do a thought
experiment.

Suppose that we have some unknown state xk which we want to find. Initially, we do

not have any clue what this state is, so when we choose particles x1
0 , . . . , x

np

0 to approxi-
mate the distribution of x0, we choose them all over the state space. Over time, the state
transforms to x1, x2, . . . and we get the corresponding measurements y1, y2, . . .. We use
these measurements to adjust the weights of our particles. Particles which do not cor-
respond to the measurements (which are most of them) get a lower weight, ultimately
reducing to zero, while particles which do correspond to the measurements (hopefully
at least one) will get a higher weight.

The problem is that, after some time, most particles will have a weight of zero and
ultimately become useless, while we will have one or (with some luck) a few particles
with a very high weight. Naturally, these few particles cannot describe the full state dis-
tribution by themselves. This problem is known as weight degeneracy. The solution is
that we need to get rid of particles with zero weights and add more particles near those
with high weights. This idea is called resampling.

When applying resampling, we effectively choose a new set of particles x̃1
k , . . . , x̃

np

k

out of the old particles x1
k , . . . , x

np

k . The x̃ notation here denotes the resampled particles.
Old particles with high weights are likely to be picked multiple times, while old particles
with a zero weight will not be picked at all. After doing this resampling, all new particles
will have the same weight 1.

But how does this ‘picking’ process work in detail? There are actually many ways to
do resampling. To demonstrate them, we consider a simple example problem. Suppose
that we have five particles x1 = 1, x2 = 2, x3 = 3, x4 = 4 and x5 = 5 with weights w i of 0.1,
0.4, 1, 1.5 and 2, respectively. Note that all the weights add up to the number of particles
np = 5. In fact, we can plot the weights in a cumulative weight chart as in Figure 6.8 (top
left).

The first thing we can do is randomly pick np = 5 new particles, where the chance
that we pick a particle xi is proportional to the weights w i . So the chance that we pick
(for instance) x4 equals w4

np
= 1.5

5 = 30%. This process is known as multinomial resam-

pling and has been visualized in Figure 6.8 (top right).
The problem with this approach is that there is a large degree of randomness. In the

example selection of Figure 6.8 (top right), we wind up with new particles [2,4,5,5,5].
Note that we have lost the old particle 1 (rightfully so) and the old particle 3 (not very
rightfully so).

To reduce the randomness, we could divide the vertical axis from Figure 6.8 into np

blocks and randomly pick a particle from each block. This idea, called stratified resam-
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Figure 6.8: An example resampling problem. We have a cumulative weight chart (top left). When we take np
random points along the vertical axis and choose the corresponding particles, we are applying multinomial
resampling (top right). When we split the vertical axis up into np equally sized blocks and take random points
in each block, we apply stratified resampling. And when we pick the same point in each of the np blocks,
we are using systematic resampling. Note that in the first two resampling algorithms we have to use np ran-
dom numbers, while the latter algorithm only requires one random number, making the algorithm a lot less
random.
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pling, is shown in Figure 6.8 (bottom left).
In this new approach, we are (rightfully) guaranteed to get particle 5 twice. However,

it may still happen that we get particle 2 twice, while we only get particle 3 once. This
seems odd, and it can be solved by adjusting the strategy slightly.

Instead of picking random points from each block, we now only pick a random point
from the first block, and put all other points at exactly the same point in their respective
blocks. This process is referred to as systematic resampling and is visualized in Figure 6.8
(bottom right).

Because systematic resampling seems to be the most fair approach with the least
degree of randomness involved, we will use it for the rest of this chapter.

6.2.6. MIXTURE IMPORTANCE SAMPLING
An interesting property of resampling is that we suddenly wind up with multiple parti-

cles x̃ j
k at exactly the same location. We could ask ourselves, ‘Is this a problem?’

The answer actually depends on the state transition function f (xk ). If this function
has some process noise in it, then this is not much of a problem. At the next time step,
when we calculate xk+1, the particles will all be different. They automatically spread out
across possible state values. If f (xk ) is deterministic though, then all these particles will
remain the same. In this case it is rather pointless to keep track of a (possibly large) num-
ber of particles which all do the exact same thing. As such, we need to change something
in our method.

To see how we can fix this problem, we need to look at what resampling actually
comes down to. When we apply (multinomial) resampling, we effectively draw each new

particle x̃ j
k from the distribution

p(x̃ j
k ) = 1

np

np∑
i=1

w̃ iδ
(

x̃ j
k −x i

k

)
. (6.39)

However, when we wanted to plot the distribution of the unknown state xk , we did not
use the above expression. Instead, we used the kernel density estimate

xk ∼ p(xk ) = 1

np

np∑
i=1

w̃ i kx

(
xk , x i

k

)
, (6.40)

for some properly chosen kernel function kx (. . . , . . .). As such, we could also apply resam-
pling by picking our new samples from the above distribution. Since the above distri-
bution is a summation, or mixture, of various different distributions/kernels, this tech-
nique is known as mixture importance sampling.

In practice, when we apply this mixture importance sampling, we perform two steps.

Suppose that we are choosing a new particle x̃ j
k . The first step is essentially the same as

what we did before: we pick one of our old particles x i
k , where particles with high weights

w i are more likely to be chosen. We call x i
k the ancestor of x̃ j

k of x i
k . In the second step,

we now do not set x̃ j
k equal to x i

k , but instead sample it from kx (x̃ j
k , x i

k ). This generally

causes x̃ j
k to be close to its ancestor, but not exactly equal to it.
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6.2.7. DEFENSIVE IMPORTANCE SAMPLING

We use our set of particles x i
k to approximate the distribution of the state xk . Now, let’s

suppose that we have made some mistake in choosing our initial distribution of parti-
cles: the true state xk is not among our particles x i

k , or even close to one. What happens
then?

In the usual version of our algorithm, we are then unlikely to find the true state. It
may happen that the process noise within the state transition function f (xk ), or alterna-

tively the kernel kx (x̃ j
k , x i

k ) within our mixture importance sampling, accidentally puts a
wrong particle in the right place, but that is extremely unlikely. Instead, it is also possible
to defend ourselves from this by applying defensive importance sampling.

The idea is that most of the time, in a large part α, we still sample our new set of
particles from the KDE (6.40) in the usual way. However, in a small part 1−α of the cases,

as some sort of ‘extra security’, we sample from a completely different distribution q(x̃ j
k )

instead, where this distribution is set up to include all possible values of the state xk . As

such, we are now sampling x̃ j
k from

q ′(x̃ j
k ) = (1−α) q(x̃ j

k )+α 1

np

np∑
i=1

w̃ i kx

(
x̃ j

k , x i
k

)
. (6.41)

When we apply this, we do distort our posterior distribution of particles. As such, we
need to compensate for this using weights. Previously, resampling caused all weights
to be equal to one again. Now this is not the case. Instead, according to the idea of

importance sampling, the weight w j of a new particle x̃ j
k will be equal to

w j =
p(x̃ j

k )

q ′(x̃ j
k )

=
1

np

∑np

i=1 w̃ i kx

(
x̃ j

k , x i
k

)
(1−α) q(x̃ j

k )+α 1
np

∑np

i=1 w̃ i kx

(
x̃ j

k , x i
k

) . (6.42)

This idea works well, except for one small issue. To calculate the weight w j of a new
particle, we need to sum over np terms. Calculating the weight w j of a single particle
hence takes O (np ) time, and resampling all particles takes O (n2

p ) time. Since we want to
use large numbers of particles to get the highest accuracy possible, this is unacceptable.

The solution lies in applying a mindshift. We just noted that resampling consists of
two steps: first we select an old particle x i

k (step 1) and then we sample a new one from

the kernel kx (x̃ j
k , x i

k ) (step 2). In defensive importance sampling we added an extra rule

prior to this whole scheme. ‘In (1 −α) part of the cases, sample from q(x̃ j
k ) instead.’

Instead of applying this extra rule before these two steps, we will now put it between
them. So, we first select an old particle x i

k . Then, in a part α of the cases, we select a new

particle from the kernel kx (x̃ j
k , x i

k ), while in a part (1−α) of the cases, we ignore this old

particle x i
k and select a new particle from q(x̃ j

k ). According to this mindshift, instead of

using expression (6.42) for the weights w j , we can also use

w j =
p(x̃ j

k |x i
k )

q ′(x̃ j
k |x i

k )
=

kx

(
x̃ j

k , x i
k

)
(1−α) q(x̃ j

k )+αkx

(
x̃ j

k , x i
k

) . (6.43)
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Here, the notation ‘|x i
k ’ can be read as ‘Given that we have picked x i

k as ancestor.’ Note
that the above expression can be calculated in O (1) (constant) time for each particle,
solving our problem. As such, our algorithm remains efficient.

This technique of defensive importance sampling guarantees that, if we just iterate
long enough, and if the correct state xk can be sampled from q(xk ) with nonzero proba-
bility, we are guaranteed to eventually find it. So even if our initial set of particles is bad,
we can fix this along the way.

6.3. APPLYING SMC IDEAS TO FIND THE MAXIMUM
In this section we will use the SMC ideas we just picked up to improve the MCMD al-
gorithm from Section 6.1.4. Keep in mind here that we mainly use SMC for inspiration.
The resulting method will not actually be an SMC method, because the target distribu-
tion cannot be calculated analytically; not even up to a proportionality constant.

We start by getting all our notations and definitions clear (Section 6.3.1). We then
improve the convergence rate of the algorithm (Section 6.3.2), fix some issues by adding
weights to particles (Section 6.3.3), discuss the resampling of particles (Section 6.3.4),
adding a trick to ensure we always eventually find the correct optimum (Section 6.3.5).
Finally, we enable the algorithm to not only deal with discrete functions but also with
continuous functions (Section 6.3.6), and look at how we can find the corresponding
distribution of the optimal function value f ∗ (Section 6.3.7).

6.3.1. NOTATIONS AND DEFINITIONS
Before we start, we should make it clear what exact problem we are working on. We are
going to start with an easy discrete problem and slowly build it up to the full continuous
problem.

We start with the problem where the input x can only take a finite number n possible
values, which we denote by x1, . . . , xn . As a result, we can set up n bins, which we also
name x1, . . . , xn , into which we can put particles.

We will use a number of np particles in the MCMD algorithm. We write these as
x1, . . . , xnp . Each of these particles x j will be set equal to some possible input value xi .

Each of the existing (champion) particles will be challenged by challenger particles.
When we have a challenger particle challenging x j , then we will denote the challenger

particle as x j
c , which means as much as ‘the particle challenging x j ’. If we are talking

about a generic challenger particle, we just write it as xc .
Eventually our goal is to approximate the maximum distribution. We will write this

distribution as pm(x) ≡ p(x = x∗). It is the chance that a given input point x equals the
optimal input point x∗. For now, the function pm(x) equals the number of particles x j

that are equal to the given input point x . We can write this as

p(x) = 1

n

np∑
j=1

δ(x , x j ), (6.44)

where δ(x , x j ) here is the discrete delta function: it equals one when x = x j and zero
otherwise. So effectively, the above sum counts the number of particles that equals x ,
and the probability p(x) is the part of all particles that are in bin x .
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6.3.2. IMPROVING THE CONVERGENCE RATE
Now let’s consider the algorithm from Section 6.1.4. How long does it take for the dis-
tribution of particles to converge to the limit distribution? Naturally, the answer to that
question depends on this limit distribution.

Let’s consider a relatively simple example problem. Suppose that the input x can
only be an integer number 1,2, . . . ,10. In addition, we know with full certainty that f (7)
is the maximum. If we use np = 100 particles, how long will it take before all particles are
in bin x = 7?

The problem is that challenger particles are taken randomly from all possible inputs
1, . . . ,10, so only a tenth of the challenger particles will be at x = 7. So only a tenth of
the challenges may cause a particle to shift from an incorrect bin to the correct bin. This
causes slow convergence. And in many practical applications this problem is far worse,
because we have many more bins than just 10.

The solution is to sample our challenger particles based on where we think that the
maximum is. In other words, we sample the next challenger particle xc from the current
belief of the maximum distribution pm(x). To do so, we could calculate pm(x), but we
don’t even need to do so. We could also just randomly select a currently existing cham-

pion particle x i and use it as the next challenger particle x j
c to challenge some (usually

different) champion particle x j .
Though this new challenger sampling method definitely does speed up convergence,

it also changes the limit distribution. In fact, the algorithm stops changing only when all
particles are in the same bin. And this bin does not even have to be the right bin! So
effectively we have not only sped up the convergence of the algorithm, but also changed
its outcome, and that is not what we wanted.

6.3.3. ADDING WEIGHTS TO PARTICLES
The key realization here is that we have changed the distribution from which we are
sampling our challengers. We used to sample challenger particles from the flat distribu-
tion q(x) = 1

n , and now we are sampling them from the distribution pm(x). We need to
compensate for this change.

Identically to Monte Carlo methods (see Section 6.2.2) we will do so by attaching a
weight wc to each new challenger particle xc . This weight will equal

wc = q(xc )

pm(xc )
= 1/np

pm(x)
. (6.45)

So when pm(xc ) is large for some input xc , we select this input more often than before,
but we also give particles from it a lower weight. Similarly, when pm(xc ) is small, we
select this input less often than before, but we give it particles from it a higher weight.
And on average, the weights equal one.

To see how this works out, consider a simple example problem with n = 2 bins. Sup-
pose that we have pm(1) = 3/4 of the particles in the bin x = 1 and pm(2) = 1/4 of the
particles in the bin x = 2, and up till now all particles have the same weight. Normally we
would select challenger particles randomly from each of the two bins, so q(1) = q(2) = 1

2 .
However, because bin x = 1 is more likely to be the maximum, we now sample more chal-
lenger particles from it. As a result, these challenger particles get a weight w = 1/2

3/4 = 2
3 ,



6

170 6. GAUSSIAN PROCESS OPTIMIZATION

while challenger particles from the bin x = 2 will get a weight w = 1/2
1/4 = 2. Given that we

get three times more challenger particles from the bin x = 1 than from the bin x = 2, this
keeps things fair.

Because particles have a weight now, the expression for pm(x) has changed. We have
to take into account the weights. This is done through

pm(x) =
∑np

i=1 w iδ(x , x i )∑np

i=1 w i
. (6.46)

So to find pm(x), we look at the sum of the weights of the particles in bin x and compare
it to the total weight of all particles in all bins.

This also means that sampling from pm(x) is done differently. Previously we could
just take a random champion particle and use that as our sample. Now we have to take
into account the weights as well: the chance that we pick some particle x i is proportional
to its weight w i .

6.3.4. RESAMPLING OF PARTICLES
At this point you may be wondering, ‘If we take into account the weights of particles
while selecting a new challenger point, should we then also take into account the weights
of particles while selecting a champion to challenge?’

The answer here is ‘No, because this is already being taken into account in another
way.’ To see how, consider a small example. We have a bin for x = 1 with three particles
with weight 1, and a bin for x = 2 with one particle with weight 3. Note that in this case, if
we ignore weights of particles when finding a champion to challenge, we are three times
more likely to challenge a particle from bin x = 1 than a particle from bin x = 2. However,
if we do challenge a particle from bin x = 1 and it loses, then the bin loses a weight of 1.
On the other hand, if we challenge the particle from bin x = 2 and it loses, then the bin
loses a weight of 3. So the conclusion is that bin x = 2 is three times less likely to be
challenged, but when it is challenged and loses, it loses three times more weight, which
matches out. As a result, we should still challenge each champion particle just as often,
irrespective of its weight.

However, we can also prevent this issue from occurring in the first place by applying
resampling. Suppose that we have done a full round of challenges. In other words, we
have challenged every single champion particle, and some have gotten replaced while
others have survived. In this case, many particles will have different weights. To fix this,
we can randomly sample np new particles from the distribution pmax (x) (or apply any
of the other resampling techniques from Section 6.2.5) and give all of these new particles
a weight of 1. Because all particles have the same weight now, there is no need to make a
distinction between them based on their weight.

6.3.5. ENSURING CORRECT CONVERGENCE
At the start of our algorithm, we randomly (or evenly) divide all our np particles over
all n bins. Now suppose that the correct bin, which corresponds to the optimal input
x∗, through some unfortunate coincidence does not have any particles in it. With our
current set-up, we can only get challengers from bins that already have particles in them.
So this guarantees that we will never find the optimal input x∗.
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We can solve this by implementing a variant of defensive importance sampling (see
Section 6.2.7). That is, we don’t just sample new challenger particles from the maxi-
mum distribution pm(x), and we don’t just sample them from the original flat distribu-
tion q(x), but we do something in-between. In a part α of the cases we sample from
pm(x), and in the remaining part (1−α) of the cases we sample from q(x). As a result,
we sample from the distribution

q ′(x) =αpm(x)+ (1−α)q(x). (6.47)

By doing this we ensure that, if we just keep running the algorithm, we are guaranteed to
eventually always select a challenger particle xc at the optimal input point x∗.

In practice, to sample from this distribution q ′(x), we pick a random champion par-
ticle x i (taking into account weights). In a part α of the cases we use this as the next

challenger x j
c , but in a part (1−α) of the cases we ignore it and use a fully random chal-

lenger particle x j
c instead.

When we apply this method, we do have to adjust the way we calculate the weight of
a challenger particle. We do this according to

wc = q(xc )

q ′(xc )
= q(xc )

αpm(xc )+ (1−α)q(xc )
, (6.48)

where we use (6.46) to find pm(xc ).
There is a problem with the above expression though. If we use (6.46) to calculate

pm(xc ), we need to consider all particles, only to calculate the weight of a single particle.
This is very inefficient and will slow down our algorithm when the number of particles is
large.

We have seen this problem before, in Section 6.2.7. We can use the same solution idea
here. Suppose that we do not consider the sampling distribution q ′(x) from before we
pick a random champion particle x i , but the sampling distribution q ′(x |x i ) after having
picked the champion particle x i . It equals

q ′(x |x i ) =αδ(x , x i )+ (1−α)q(x). (6.49)

In other words, in a part α of the cases we set the new challenger particle x j
c equal to x i ,

and in a part (1−α) we pick a fully random challenger. Using this expression, we can set
the weight of the resulting challenger particle xc equal to

wc = q(xc )

q ′(xc |x i )
= q(xc )

αδ(xc , x i )+ (1−α)q(xc )
. (6.50)

By using this expression, we get on average the same result as when we would use (6.48),
but we save ourselves a lot of computations.

6.3.6. EXPANDING THE ALGORITHM TO CONTINUOUS FUNCTIONS
The algorithm so far has been set up for functions f (x) with a finite number of possible
input points x . Continuous functions have an infinite number of possible input points.
This changes some things, although less than may initially be expected.
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The main difference is how we calculate pm(x). Instead of an actual probability, it
is now a probability density function, officially written as fx∗ (x), although we still write
it as pm(x) to keep the same notation. Through weighted kernel density estimation, we
can approximate it as

pm(x) = 1

np

np∑
i=1

w i kx (x , x i ), (6.51)

where kx (x , x i ) is a kernel function we have to choose ourselves. Personally, I prefer a
Gaussian kernel with a small length scale.

Sampling from pm(x) is also done slightly differently. Previously, if we wanted to
sample from pm(x), we just needed to pick a random champion particle x i , taking into
account their weights. Now, we need to do an extra step. First we still need to pick a
random champion particle x i , but afterwards we need to generate a sample from the
kernel kx (x , x i ), which then is our sample from pm(x). We need to use this method as
well when sampling challenger particles from pm(x).

Because the way in which we sample challenger particles has changed, we also need
to calculate the weight of these particles in a new way. To be precise, equation (6.49) for
q ′(x |x i ) turns into

q ′(x |x i ) =αkx (x , x i )+ (1−α)q(x), (6.52)

which turns the expression for the weight wc into

wc = q(xc )

q ′(xc |x i )
= q(xc )

αkx (xc , x i )+ (1−α)q(xc )
. (6.53)

When we apply this, the algorithm can safely be applied to continuous functions. This is
special, as most algorithms cannot be extended so easily from finitely many possible in-
put points to infinitely many. Through it, we can approximate the maximum distribution
of a Gaussian process in a relatively efficient way. The algorithm itself is summarized in
pseudo-code in Algorithm 2, while the result of applying the algorithm is shown in Fig-
ure 6.9.

6.3.7. THE DISTRIBUTION OF THE MAXIMUM VALUE
So far we have focused on the distribution of the optimal input x∗. Another interesting
random variable is the corresponding optimal function value f ∗. Can we find/approximate
the distribution of this parameter too?

Naturally, we can. To do so, we should focus on the actual ‘challenging’. Just like we
described in Section 6.1.4, this is done by setting up a joint distribution[

f (x i )

f (x i
c )

]
∼N

([
f i

f i
c

]∣∣∣∣[µ(x i )
µ(x i

c )

]
,

[
Σ(x i , x i ) Σ(x i , x i

c )
Σ(x i

c , x i ) Σ(x i
c , x i

c )

])
(6.54)

for the champion particle x i and its challenger x i
c . We then take a sample

[
f̂ i f̂ i

c

]T

from this distribution. If f̂ i
c > f̂ i , we replace the champion particle by its challenger.

Next, we will do something extra. Whenever a challenger particle wins, we remember
the value of f̂ i

c through which it won. As a result, every particle x i will get a correspond-
ing victory function value f̂ i . (For an initial champion particle x i , we can sample the
initial victory function value f̂ i from N

(
µ(x i ),Σ(x i , x i )

)
.)
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Data: A Gaussian process, user-defined parameters np , α and a kernel k ′(x , x ′).
Result: An approximate distribution pm(x) of the optimal input x∗ through (6.51).
Initialization:

for i ← 1 to np do
Sample x i from the flat distribution q(x). Assign w i = 1.

end
end
Iteration:

repeat
Apply systematic resampling to all particles.
for i ← 1 to np do

Select a random particle x j .
if we select a challenger based on x j (probability α) then

Sample a challenger particle x i
c from the kernel kx (x , x j ).

else
Sample a challenger particle x i

c from the flat distribution q(x).
end

Sample a vector
[

f̂ i f̂ i
c

]T
based on (6.54).

if f̂ i
c > f̂ i then
Replace particle x i by its challenger x i

c .
Set the new weight w i according to (6.53).

end
end

until a sufficient number of challenge rounds has passed;
end

Algorithm 2: The Monte Carlo maximum distribution algorithm for continuous func-
tions. All the discussed improvements, like self-normalized importance sampling,
mixture importance sampling and systematic resampling, have been incorporated.
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Figure 6.9: The development of the distribution of particles over nr = 10 rounds using the improved version of
the MCMD algorithm. Shown are the true maximum distribution from Figure 6.2, the limit distribution of the
particles derived in Section 6.1.5 and the distribution of the particles over each of the rounds. The darker the
line, the later the round is. Note that convergence for the improved algorithm is much faster than for the basic
algorithm (Figure 6.5).

These victory function values now describe the distribution of f ∗. To be precise, we

can approximate the distribution of f ∗ using kernel density estimation as

f ∗ ∼ f f ∗ ( f ) =
∑np

i=1 w i k f ( f , f̂ i )∑np

i=1 w i
. (6.55)

In other words, we just make a histogram of all the victory function values, based on the
particle weights and a self-defined kernel function k f ( f , f̂ i ). An example distribution
resulting from this is shown in Figure 6.10.

6.4. GAUSSIAN PROCESS OPTIMIZATION

We will now look at the actual Gaussian process optimization problem, where we need
to find the optimum of a function f (x) approximated by a GP. We start by considering
the exact problem set-up (Section 6.4.1). Then we look at some basic solution methods,
which generally involve acquisition functions (Section 6.4.2). We continue with a short
intermezzo on the concept of entropy (Section 6.4.3) before we apply it to set up a new
type of acquisition function (Section 6.4.4). We then look into ways of combining acqui-
sition functions (Section 6.4.5). Finally we consider a very different method, where we
sample from the maximum distribution to select new points to try out (Section 6.4.6).
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Figure 6.10: The distribution of the maximum value, derived using either brute force methods (the true maxi-
mum distribution) or the MCMD algorithm. Note that the MCMD algorithm gives a slightly lower estimate of
the maximum than what we can expect in reality. This slight conservatism is inherent to the algorithm and can
be expected at any application. The difference becomes smaller when the variance of the Gaussian process
decreases.

6.4.1. THE GAUSSIAN PROCESS OPTIMIZATION PROBLEM SET-UP

Consider a function f (x). Here, the input x may represent ‘choices’ we have to make,
and the function f (x) specifies how good these choices are. For instance, it may be a
cost function that we need to minimize, or a reward function we need to maximize. In
this chapter we consider the maximization problem, but maximizing a function f (x) is
of course equivalent to minimizing the function − f (x).

We do not know what the function f (x) is though. We can only try certain inputs
x to obtain a (usually noisy) indication of the result f (x). However, evaluating f (x) is
expensive. We can only try out a limited number n input points x1, . . . , xn called try-
out points. How should we now choose these try-out points to most efficiently find the
optimum of f (x)?

Part of the solution lies in approximating the function f (x) at every step of the way.
We do so using Gaussian processes. As such, this optimization problem is generally
known as Gaussian process optimization (GPO) or sometimes as Bayesian optimization.
How can we use a GP approximation to find the optimum of a function?

There are actually two different versions of this problem. In the first set-up, which
is the most common, we have to give a recommendation x̂∗ at the end of the algorithm
run. This recommendation x̂∗ equals the input point which we believe optimizes the
function. Subsequently, we compare the value f (x̂∗) to the true optimum f ∗. The dif-
ference is known as the error, or sometimes as the instantaneous regret. So,

error = f ∗− f (x̂∗). (6.56)



6

176 6. GAUSSIAN PROCESS OPTIMIZATION

Because of this, this set-up is known as the error minimization set-up, although it is also
known as probabilistic global optimization.

The second set-up differs from the first on one important point. In the first set-up
we were free to try out any input point x . In the second set-up different input points x
result in different costs. Specifically, we want to maximize the sum

n∑
i=1

f (xi ). (6.57)

In the perfect case, when we choose the optimal input x∗ every single time, we obtain
a sum equal to n f ∗. If the actual sum we obtain is less than this ‘perfect score’, then we
call the difference the regret. It follows that the regret is defined as the sum of the errors

regret =
n∑

i=1

(
f ∗− f (xi )

)
. (6.58)

Since we want to minimize this regret, this set-up is known as the regret minimization
set-up, although it is also known as the continuous armed-bandit problem.

These two different set-ups may seem similar, but they require very different strate-
gies. In the error minimization set-up, we want to explore as much as possible, trying out
a variety of possible input points. In the regret minimization set-up, we have to trade off
exploration versus exploitation. Initially, we should do some exploring, looking for input
points x resulting in good function values f (x). However, after we have done enough
exploring, we should stick with the best input point we found, exploiting it as much as
possible. How to transition from exploration to exploitation is known to be a very diffi-
cult problem.

6.4.2. BASIC GPO METHODS: ACQUISITION FUNCTIONS
We are approximating the function f (x) using a Gaussian process. Suppose that, based
on all our current data, we have come up with a mean function µ(x) and a covariance
function Σ(x , x ′). Corresponding to this is the standard deviation function

σ(x) ≡
√
Σ(x , x). (6.59)

The main question in GPO is ‘How do we select the next try-out point xk ?’
Almost all existing methods try to optimize some criterion. This criterion is known

as the acquisition function (AF): it specifies which input point to try or ‘acquire’ next. So
given an acquisition function AF(x), we acquire

xk = argmin
x

AF(x). (6.60)

However, which acquisition function should we take? There are numerous possibilities.

THE EXPECTED VALUE ACQUISITION FUNCTION

A simple example of an acquisition function is the expected value acquisition function
(EV AF). This is defined as

EV(x) ≡µ(x). (6.61)
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Picking the input point x maximizing this acquisition function comes down to picking
what we currently believe is the optimal input x̂∗. This is also shown by the example in
Figure 6.11. As such, the EV AF is a strategy purely focused on exploitation and not on
exploration, making it a pretty bad strategy.

Figure 6.11: Examples of acquisition functions applied to a Gaussian process. As Gaussian process (left) we
have used the same set-up as Figure 6.1, except that we only used nm = 8 measurements to create some regions
with strong uncertainties. For this Gaussian process, both the UCB and EV acquisition functions are plotted
(middle) and the PI and EI acquisition functions (right), for a variety of parameters. The optimums of the AFs
are indicated by a cross. Note that the PI and EV acquisition function (with κ= ξ= 0) both suggest to try a point
near x = 2 (exploitation) while all other acquisition functions suggest a point near x =−1.5 (exploration).

THE PROBABILITY OF IMPROVEMENT ACQUISITION FUNCTION

A more suitable acquisition function is the probability of improvement acquisition func-
tion (PI AF). To implement this, we ask ourselves two questions. First of all, ‘If we had to
give a recommendation about the position of the optimum, what would we pick?’ The
obvious choice here would be to choose this recommendation x̂∗ as the optimum of the
mean function µ(x). We write the corresponding optimal value as f̂ ∗.

Naturally, we want to find an input point x which does better than this current op-
timum. So the second question is, ‘Which input x is most likely to give a value f (x)
satisfying f (x) > f̂ ∗?’ In other words, we want to maximize the probability p( f (x) > f̂ ∗)
that we find an improvement5. The corresponding acquisition function equals

PI(x) =
∫ ∞

f̂ ∗
N

(
f |µ(x),σ(x)2) d f =Φ

(
µ(x)− f̂ ∗

σ(x)

)
, (6.62)

where Φ(z) is still the cumulative density function of the standard Gaussian probability
distribution, as defined in Section B.4.2.

The problem with the PI AF is that it still does a lot of exploitation: the selected try-
out point is often close or equal to the current optimum x̂∗. This is also confirmed by
the example in Figure 6.11. To make sure that we only try points that offer a significant
improvement, we can add an exploration parameter ξ. We now adjust the PI AF to the

5In some literature, the possible function value f (x) is not compared to the current belief about the maximum
f̂ ∗, but instead to the best output max f̂mi obtained so far. This is computationally easier – we do not have
to optimize µ(x) – but since this best output is affected by noise, this also may result in unexpected results. A
single instance of very positive noise can disrupt the entire algorithm.
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probability that we get an improvement of at least size ξ. So,

PI(x) = p( f (x) > f̂ ∗+ξ) =Φ
(
µ(x)− f̂ ∗−ξ

σ(x)

)
. (6.63)

Through this parameter ξ, we can vary between exploration and exploitation. A high
value of ξ will give us more exploring try-out points, while a low value will result in more
exploitation.

THE EXPECTED IMPROVEMENT ACQUISITION FUNCTION

It might be wiser to not just look at the probability of improvement, but also consider
the amount of improvement which we can expect to get. This is done by the expected
improvement acquisition function (EI AF). It is given by

EI(x) =
∫ ∞

f̂ ∗

(
f − f̂ ∗)

N
(

f |µ(x),σ(x)2) d f (6.64)

= (
µ(x)− f̂ ∗)

Φ

(
µ(x)− f̂ ∗

σ(x)

)
+σ(x)φ

(
µ(x)− f̂ ∗

σ(x)

)
,

withφ(z) =N (z|0,1) the probability density function of the standard Gaussian distribu-
tion. And just like previously, it is possible to add the exploration parameter ξ to adjust
the above to

EI(x) = (
µ(x)− f̂ ∗)

Φ

(
µ(x)− f̂ ∗−ξ

σ(x)

)
+σ(x)φ

(
µ(x)− f̂ ∗−ξ

σ(x)

)
. (6.65)

Again, the higher ξ is, the more this acquisition will focus on exploration. For an example
problem the acquisition function is shown in Figure 6.11.

THE UPPER CONFIDENCE BOUND ACQUISITION FUNCTION

In general, both the PI and the EI acquisition functions are quite focused on exploration,
and as such are most suitable for the error minimization set-up. An acquisition which is
more suitable for the regret minimization set-up is the upper confidence bound acquisi-
tion function (UCB AF). It is defined as

UCB(x) =µ(x)+κσ(x). (6.66)

Often κ= 2 is used. In this case, this acquisition function simply comes down to picking
the input point x where the grey area from the GP plot reaches the highest, as is also
shown in Figure 6.11. In general, high values of κ result in more exploration, while a
value of κ= 0 reduces the UCB AF to the EV AF, causing pure exploitation.

Out of all the acquisition functions, the UCB AF has been analyzed the most thor-
oughly. Under certain conditions, bounds on the regret that will be obtained are known,
as well as the values of κ optimizing these bounds. For further reading, see the work
by Srinivas et al. (2012).
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6.4.3. INTERMEZZO: THE ENTROPY OF DISTRIBUTIONS

After the basic methods we just discussed, more advanced methods got developed. An
important one is entropy search. To understand how it works, you need to know what
entropy means in the field of information theory. So we have a short intermezzo on
this. If you are familiar with the concept of entropy, feel free to jump to Section 6.4.4 on
entropy search.

Suppose that we have a discrete random variable x . This variable can take n differ-
ent values x1, . . . , xn , each with corresponding probability p(x1), . . . , p(xn ). (For example,
imagine that x has a 50% chance to equal 1 and a 25% chance to equal either 2 or 3.) For
this discrete random variable, the entropy H(x) is defined as

H(x) ≡E[− log
(
p(x)

)]=−
n∑

i=1
p(xi ) log

(
p(xi )

)
. (6.67)

You can see the entropy as the amount of chaos or uncertainty in a distribution. Suppose
that we do not have a clue at all what x is. That is, all possible values x1, . . . , xn are equally
likely, and hence have probability p(xi ) = 1

n . In that case the entropy turns out to be at a
maximum and equals

maximum entropy =−
n∑

i=1

1

n
log

(
1

n

)
= log(n) . (6.68)

If we gain more information, some probabilities p(xi ) will rise while others p(x j ) will
drop. In the extreme case that we know that x exactly equals xi , then p(xi ) → 1, which
causes log

(
p(xi )

) → 0 and hence p(xi ) log
(
p(xi )

) → 0. Similarly, when p(x j ) → 0, it fol-
lows that p(x j ) log

(
p(x j )

)→ 0. As a result, if we are fully certain what the value of x is, all
terms in the sum become zero and hence the entropy equals zero as well.

We can extend this to continuous distributions. However, for continuous distribu-
tions, when x can take infinitely many values, the probability p(x = x) generally equals
zero for (nearly) all x , which means the entropy is also always zero. To fix this problem,

we replace p(x) in the definition by the probability density function fx (x) = p(x)
d x . The

result is known as the continuous entropy or the differential entropy and equals

H(x) ≡E[− log
(

fx (x)
)]=−

∫
X

fx (x) log
(

fx (x)
)

d x . (6.69)

If x has a Gaussian distribution x ∼N
(
x |µ,Σ

)
, then we can rewrite the entropy to

H(x) =E
[
− log

(
1p|2πΣ| exp

(
−1

2

(
x −µ)T

Σ−1 (
x −µ)))]

(6.70)

=E
[

1

2
log(|2πΣ|)+ 1

2

(
x −µ)T

Σ−1 (
x −µ)]

.

Note that the first term in the above expectation is constant and so can be pulled out. The
second term can be solved by applying the trace operator, reordering terms and noticing
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that Σ per definition equalsE
[(

x −µ)(
x −µ)T

]
. As a result, we have

H(x) = 1

2
log

(
(2π)dx |Σ|

)
+ 1

2
tr

(
E

[(
x −µ)(

x −µ)T
]
Σ−1

)
(6.71)

= 1

2

(
log(|Σ|)+dx log(2π)+dx

)
, (6.72)

where dx is the size of the vector x . So when the determinant of the covariance is large,
and hence the uncertainty we have about x is large, then the entropy will also be large.

What does the above become in the limit cases? If we do not know anything about x ,
then the probability density function fx(x) is constant, which is equivalent to an infinite
variance. I call this the null distribution. (For background on this, see Sections B.1.4
and B.4.5.) As a result, the entropy becomes H(x) = ∞. However, when we are fully
certain of the value of x , then the PDF turns into a delta function (zero variance) and we
obtain an entropy of H(x) =−∞.

This is actually undesirable, since previously the entropy was always positive, unless
we were absolutely certain about the value of x , in which case the entropy was zero. This
problem is solved by considering the relative entropy with respect to another PDF f x̃ (x).
This is also known as the Kullback-Leibler divergence and is defined as

D(x , x̃) ≡E
[

log

(
fx (x)

f x̃ (x)

)]
=

∫
X

fx (x) log

(
fx (x)

f x̃ (x)

)
d x . (6.73)

Note that we do not have D(x , x̃) here. The Kullback-Leibler divergence is not a symmet-
ric operator.

When x ∼N
(
µ,Σ

)
and x̃ ∼N

(
µ̃, Σ̃

)
, then the above can be rewritten as

D(x , x̃) = 1

2

(
log

( |Σ̃|
|Σ|

)
+ tr

(
Σ̃−1Σ− I

)+ (
µ̃−µ)T

Σ̃−1 (
µ̃−µ))

. (6.74)

This relative entropy has some useful properties. It cannot be negative, and it is only zero
if x and x̃ have exactly the same distribution. The more different these two distributions
are though, the bigger the relative entropy becomes.

So what comparison distribution x̃ do we pick? That depends. An idea is to let x̃ have
the null distribution, making f x̃ (x) a constant. If we are integrating over an infinitely
large space of possible input values X , then this will not be possible though. The reason
is that the resulting constant f x̃ (x) will be zero, and hence the relative entropy will always
be infinite (unless x also has the null distribution). If, however, the region X is bounded,
then f x̃ (x) will be a non-zero constant and this trick will work.

In this case, the more we know about x , the further it will lie away from x̃ , and hence
the larger the relative entropy becomes. So in this case a high relative entropy means we
know more about x , while a high entropy means we know less about x .

6.4.4. ENTROPY SEARCH
Using the ideas of entropy which we just discovered, it is now possible to set up a com-
pletely new acquisition function.
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Consider the optimal input point x∗. This is a random variable, and as such it has a
probability density function fx∗ (x∗). We want to obtain as much information as possible
about where the optimal input point will be. As a result, we want to minimize the entropy
H(x∗), or alternatively we want to maximize the relative entropy D(x∗, x̃∗), where x̃∗ is a
random variable with the null distribution. This mindset gives rise to the idea of entropy
search.

In entropy search we use an acquisition function describing the change in entropy.
We want to find the input point x which maximizes the change in relative entropy. As
such, we could try to use the entropy search acquisition function

ES(x) =∆D(x∗, x̃∗). (6.75)

The question remains how to calculate this change in relative entropy. Calculating the
current distribution of x∗ and subsequently the current relative entropy is already a chal-
lenging problem. However, picking an input point x , and then calculating the new rela-
tive entropy is even harder. This is because the new relative entropy actually depends on
the measurement f̂m which we make of f (x).

So to find the expected change in entropy, we need to integrate over all possible val-
ues of f̂m . As a result, we should have actually written (6.75) as

ES(x) =E[
∆D(x∗, x̃∗)

]
, (6.76)

where the expectation is taken with respect to the possible measurement f̂m . Solving
this expectation is a very challenging problem which is outside the scope of this text,
so for more information you can read the work of Hennig and Schuler (2012). In ad-
dition, further improvements were made by Hernández-Lobato et al. (2014a), who also
added derivative data into the algorithm and integrated over different possible hyperpa-
rameters. However, both groups of people struggled in finding a method to efficiently
optimize the change in relative entropy without making too many approximations.

6.4.5. PORTFOLIO METHODS
So far we have seen many different kinds of acquisition functions. However, it is not
the case that one acquisition function is always better than another. Each works well
for specific kinds of functions. Additionally, some work well at the start of the learning
process, when we need exploration, while others work well later on. This gives rise to an
idea, resulting in the so-called portfolio methods.

The idea is that we take a whole portfolio AF1(x), . . . ,AFna (x) of na different acqui-
sition functions. Just think of all the acquisition functions we have seen so far, and we
can even include an acquisition function multiple times if we change its parameters a
bit. When we need to decide which input xk to try at time k, each acquisition function
AFi (x) in our portfolio first makes a recommendation x i

k . We then set up an encompass-
ing algorithm that decides which of these recommendations is the most suitable in the
current situation. This is the fundamental idea behind portfolio methods.

The main question is, ‘How do we decide which recommendation is suitable?’ A first
idea is to take into account the previous performance of each acquisition function. That
is, we keep track of all previous recommendations x i

1, x i
2, . . . of every acquisition function
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AFi (x) and look at the means µ(x i
1),µ(x i

2), . . . for these recommendations given all the
data that we have now. If these means are all very high for some acquisition function
AFi (x), then this acquisition function apparently gives decent recommendations. Right?

Actually, it may also be an acquisition function that is fully focused on exploiting and
not on exploring. As a result, this method works reasonably well, but it is not the best
method developed so far. If you want to read more about it, see the work by Hoffman
et al. (2011).

A very different idea is to ignore past recommendations and instead only look at the
current recommendations x1

k , . . . , xna
k from the various acquisition functions. We have

already seen that the input point x maximizing the expected change E [∆D] of the rela-
tive entropy is probably a good choice. So we could hence simply check the na different
recommendations we have been given and see which one results in the largest change in
entropy. This means that we do not have to optimize ES(x) over a large input space, but
we only need to check which of the recommendations x1

k , . . . , xna
k results in the largest

value of ES(x). For more background on this idea, you can look into the work by Shahri-
ari et al. (2014).

All the methods we have discussed so far here (with the exception of the UCB AF) are
methods designed for the error minimization set-up. If you would apply these methods
to the regret minimization set-up, they would not perform too well, because they keep
on exploring. However, the number of methods applicable to the regret minimization
set-up is still very scarce. So let’s consider a new method which can tackle this problem.

6.4.6. THOMPSON SAMPLING

The last method we discuss is called Thompson sampling, or sometimes also probability
matching or posterior sampling. This method is special in that it does not use an acqui-
sition function. Instead, it randomly selects its try-out points, where the probability that
a certain point x is selected as the next try-out point xk equals (matches) the probability
that x is the optimal input point x∗, given all the data that we have so far.

Effectively, with this method we sample our next try-out point xk from the maxi-
mum distribution fx∗ (x). However, the problem is that we generally do not know this
maximum distribution. Luckily, several ways have been invented to work around this.

Suppose that we only have a finite number of possible input points. We can then take
a trial input set X∗ that contains all these input points, and subsequently take a sample
f̂∗ of the posterior distribution of f ∗. Such a sample can be visualized as a function

sample, like we did in Figure 6.1. For this sample, we then find the input point x∗ for
which this sample is at a maximum and use it as the next try-out point xk . By doing this,
we indeed select our next try-out point according to the maximum distribution.

This trick is great, but it does not work when there are infinitely many possible input
points. We could try to optimize a sample function then, through a recursive process. So
pick a first input point x1, sample the output f̂1, then pick a second input point x2, sam-
ple the output f̂2 given the value of f̂1, and so on. By picking the input points in a smart
way, trying to find the optimum of the sample, we can optimize the sample. However,
sampling f̂k takes Ok2 time, resulting in a runtime of On3

opt for the full optimization al-
gorithm, with nopt the number of points we need to check to optimize the sample. Of
course this runtime is far too high.
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There are methods to work around this. It is for instance possible to approximate
function samples using a finite number of basis functions. (See the supplement written
by Hernández-Lobato et al. (2014b) to learn how to do this.) Since these basis functions
can be approximated at any input point x∗ this solves the problem that we could not
generate samples on infinitely many points. However, it does not solve the problem that
we need to optimize a nonlinear function. As a result, this method is effective but not
very efficient.

The problem is solved by the MCMD algorithm we developed in Section 6.1.4 and
further improved in Section 6.3. It allows us to efficiently sample input points from the
maximum distribution. We should keep in mind here that the MCMD algorithm pro-
vides only an approximation of the maximum distribution. But with the approximation
being reasonably accurate, this does mean that it is now possible to apply Thompson
sampling to problems with a continuous input space.

In short, Thompson sampling now works as follows. We use the MCMD algorithm
to approximate the maximum distribution. When we need to pick the next try-out point
xk , we just take a random sample from the maximum distribution and use it.

6.5. EXPERIMENTS
It is time to do some experiments with our newly developed methods. We start off with
simple one-dimensional (Section 6.5.1) and two-dimensional (Section 6.5.2) example
problems. We then see if we can apply the methods to tune the controller of a wind
turbine. For this, we first check out the wind turbine simulation that we will use (Sec-
tion 6.5.3). We then study some necessary concepts, like the Coleman transformation
(Section 6.5.4) and the damage equivalent load (Section 6.5.5), before we evaluate the
experiment results (Section 6.5.6). Afterwards, we apply the same methods to an actual
wind turbine in a wind tunnel (Section 6.5.7). Finally, we look at some lessons that we
learned from the experiments (Section 6.5.8).

6.5.1. OPTIMIZING A ONE-DIMENSIONAL FUNCTION
We start our experiment section off with a familiar one-dimensional experiment. We will
apply our Gaussian process optimization algorithms towards finding the optimum of the
unknown function

f (x) = cos(3x)− 1

9
x2 + 1

6
x, (6.77)

which we also drew measurements from in Figure 6.1. Once more we use σn = 0.3. As
parameters for the various algorithms we use κ = 2 (for the UCB AF) and ξ = 0.1 (for
the PI and EI AFs), which have shown to work better than significantly larger or smaller
parameters. For Thompson sampling through the MCMD algorithm, we use a value of α
that decreases from 2

3 to 1
6 as more measurements have been made. This has shown to

have a slightly beneficial effect on the performance, compared to using a constant α.
Whenever we perform a new measurement, we update the Gaussian process. To do

so, we apply the online FITC method of Section 4.2.3. We also set up the set of inducing
input points in an online way: we add an inducing input point (according to the ideas
of Section 4.3.3) whenever the new measurement is not within a distance du (decreasing
from 0.3 to 0.02 during the execution of the algorithm) from an already existing inducing
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input point. This does result in a small data loss; early measurements do not provide
their data directly to inducing input points that are added later on. However, this loss is
relatively small, because our strategy implies that there is always an inducing input point
close to any chosen measurement point.

An example of the various strategies at work is shown in Figure 6.12. Here we see that
all algorithms are quite capable of finding the optimum. However, some require more
exploration, and some continue to check other local optimums just to make sure that
they do not happen to give better results.

Figure 6.12: Execution runs of various Gaussian process optimization strategies for the problem described in
Figure 6.1 for the first n = 50 measurements. The real function f (x) = cos(3x)− 1

9 x2 + 1
6 x is shown, as well

as the posterior Gaussian process with its inducing input points. We have used Thompson sampling through
the MCMD algorithm (top left), the upper confidence bound AF (top right), the probability of improvement
AF (bottom left) and the expected improvement AF (bottom right). Note that the algorithms all explore in a
different way. In particular, many acquisition functions insist on trying out the boundary of the input interval,
while Thompson sampling does not.

Every now and then it happens that an algorithm initially finds the wrong optimum.
An example of this is shown in Figure 6.13. An interesting question is whether an al-
gorithm can manage to ‘escape’ from this wrong belief, as it is given more and more
measurements. For traditional acquisition functions, the answer may in some cases be
a definite ‘no’. For instance for the UCB AF, if the value of µ(x)+κσ(x) is smaller every-
where than the mean value µ(x̂∗) at the believed optimum, as is the case in Figure 6.13,
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then no more exploration will ever take place. A similar thing can take place for other
acquisition functions. Thompson sampling here is different, because it uses random-
ness when selecting try-out points. It is hence guaranteed, when given infinitely many
measurements, to eventually find the global optimum. However, in certain unfortunate
cases this of course may take a while.

Figure 6.13: An execution run, similar to the ones of Figure 6.12, where initially a wrong optimum is found.
This often takes place due to an unfortunate case of noise when a point near the true optimum is tried out.

This is confirmed when we examine how the regret evolves as we run the various al-
gorithms. This regret is shown in Figure 6.14. We see that, in this particular problem,
Thompson sampling through the MCMD algorithm does slightly worse than other algo-
rithms. This is caused exactly by cases like those shown in Figure 6.13, where initially
a wrong belief of the maximum is obtained. Because Thompson sampling is partly fo-
cused on exploiting this (incorrect) maximum, it stays around there for a little while.
On the other hand, acquisition functions like the EI and PI AFs are focused on getting as
much information as possible. As a result, in the cases where these acquisition functions
escape their wrong belief of the optimum, they do so relatively soon.

It may seem that the EI and PI AFs are hence better optimization algorithms. How-
ever, this is certainly not always the case, as the next example will show us.

6.5.2. OPTIMIZING A TWO-DIMENSIONAL FUNCTION
The next function we try to optimize is the two-dimensional Branin function. It is used
often as test function in optimization literature, for instance by Dixon and Szegö (1978).
The Branin function is defined as

f (x1, x2) =
(

x2 −
51x2

1

40π2 + 5x1

π
−6

)2

+10

(
1− 1

8π

)
cos(x1)+10, (6.78)
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Figure 6.14: The instantaneous (left) and cumulative (right) regret, of various GPO algorithms, as more mea-
surements are added. To reduce the effect of ‘unfortunate events’, a total of 50 full executions of the algorithms
was run, and their average was plotted. For the error minimization set-up, the endpoint of the left graph is
crucial, while for the (cumulative) regret minimization set-up, the endpoint of the right graph is the quantity
that needs to be optimized.

where x1 ∈ [−5,10] and x2 ∈ [0,15]. The challenge is to minimize this function. We are
dealing with maximizing functions here, so instead we will maximize minus this func-
tion. This function is shown in Figure 6.15.

Figure 6.15: A plot of minus the Branin function (6.78). Note the three optimums at
(
−π, 491

40

)
,
(
π, 91

40

)
and(

3π, 99
40

)
, all at a value of − 5

4π .

A special property of the Branin function is that it has three identical global opti-
mums. Their locations can be found analytically as

(−π, 491
40

)
,
(
π, 91

40

)
and

(
3π, 99

40

)
, and

these optimums all have a value of 5
4π . (Or minus this value for minus the Branin func-

tion.)
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When optimizing the function, we use the same set-up as in our previous experi-
ment. For the measurement noise, we use σ̂ fm = 5. As parameters for the various op-
timization methods we use κ = 2 and ξ = 2, with α once more decreasing from 2

3 to 1
6

as we go. When we run the algorithm, we get regret developments like those shown in
Figure 6.16, and here we see that this time Thompson sampling performs much better
than the alternatives.

Figure 6.16: The instantaneous (left) and cumulative (right) regret, of various GPO algorithms, as more mea-
surements are added. Again a total of 50 full executions of the algorithms was run, and their average was plot-
ted. While information-based acquisition functions manage to find the optimum sooner, Thompson sampling
appears to do so with less regret.

It is interesting to study why Thompson sampling is doing so much better than the
other algorithms. We can do so by looking at which try-out points the various algorithms
pick. These are shown in Figure 6.17. Here we see that the three acquisition functions
often wind up picking try-out points at the border of the input space. In particular, they
always try the four corners of the input space. Because one of these corners at input
(−5,0) has a significantly low value (even less than −300), this results in a large loss. Be-
cause Thompson sampling is more random in choosing its try-out points, it avoids this
bad point and hence performs better.

From this analysis, we see that we cannot conclude that Thompson sampling works
significantly better than the other algorithms. In fact, any conclusion stating that an op-
timization always works better than other optimization methods is unlikely to be true.
The exact problem has a very strong effect. We can conclude that Thompson sampling
works better on this specific problem. It may still work less well on other problems
though.

One upside of using Thompson sampling together with the MCMD algorithm is that
we can study the maximum distribution of the resulting Gaussian process. (Even though
you can also apply the MCMD algorithm to the resulting GP from the other acquisition
functions.) Such a maximum distribution is shown in Figure 6.18.

Note that in the case of Figure 6.18 the algorithm has managed to find all three op-
timums. This is not always the case. All optimization methods usually find two of the
three maximums, and regularly they find all three, but this is by no means guaranteed
given the limited number of measurements.
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Figure 6.17: The measurements that were obtained, and the subsequent function approximation, for the var-
ious optimization methods. Note that all acquisition functions try input points on the edges/corners of the
input space, while Thompson sampling does not.

Figure 6.18: The maximum distribution corresponding to the GP of Figure 6.17 (top left) as approximated by
the MCMD algorithm. The algorithm has managed to find all three optimums, some with more confidence
than others. Some stray particles still reside in the lesser explored regions, where the variance is high. In the
part of the input space which has been explored but found suboptimal, there are no more particles remaining.
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6.5.3. A WIND TURBINE SIMULATION SYSTEM

It is time to apply our methods to a more practical problem: a wind turbine simulation.
More specifically, we use a linearized version of the so-called TURBU model, developed
by van Engelen and Braam (2004). TURBU is a fully integrated wind turbine design and
analysis tool. It deals with aerodynamics, hydrodynamics, structural dynamics and con-
trol of modern three bladed wind turbines, and as such gives very similar results as an
actual real-life wind turbine.

We will use a linearized version of the full TURBU model, to keep the computational
time required to run all the optimization methods multiple times within reasonable
bounds. This linearized model has only ten states. First there is the angular position
ψ (the azimuth) of the turbine, and its derivative, the rotor speed Ω. Secondly, there is
the forward/backward position of the nacelle due to bending of the tower, as well as its
derivative. Then a single bending mode is also incorporated for each wind turbine blade,
resulting in the remaining six states.

The turbine simulation also has several inputs. Some of these cannot be controlled.
For instance, there is a wind speed for each of the blades, in which both the rotation
of the wind turbine and a representative turbulence spectrum are taken into account.
Others can be controlled, like the torque applied by the turbine generator. Through a
simple proportional controller, this is used to keep the rotor speed constant. Finally,
there are also flaps installed on the turbine blades, and it is through the control of these
flaps that we should reduce the loads within the wind turbine.

As output of the model, we first of all have basic data like the angular position and
velocity of the turbine, and the forward/backward motion of the nacelle. However, we
also measure the wind speed encountered by each of the blades and, more importantly,
the bending moment at the root of each of the blades, around each of the three axes. Of
these three moments, the in-plane bending and the twisting (torsion) of the blades are of
lesser importance. It is mainly the out-of-plane flapping moment of the blades which is
problematic, because it causes significant bending of the thin wind turbine blades, with
high stresses as a result. We will refer to this as the Root Bending Moment (RBM). An
example of such RBMs can be seen in Figure 6.19 (left).

6.5.4. MULTIPLE REFERENCE FRAMES: THE COLEMAN TRANSFORMATION

For all the parameters related to the blades, we can choose in which reference frame we
want them. We can either use these parameters as they are in real life, which is known as
the rotating reference frame. So then we would know the (for instance) bending loads of
each individual blade.

However, we could also apply the Coleman transformation, also known as the multi-
blade coordinate transformation. Let’s assume we are dealing with a three-bladed wind
turbine. We write the azimuth angle of each of the blades as ψ1, ψ2 and ψ3. So if the
first blade is pointing upwards, then ψ1 = 0◦, ψ2 = 120◦ and ψ3 = 240◦. We also write
the corresponding RBMs (or any other blade parameters) as q1, q2 and q3. We can now
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Figure 6.19: The root bending moments of the wind turbine in flapping direction. This is plotted in the rotating
reference frame (left) and the fixed reference frame (right). In the rotating reference frame you can clearly see
the oscillation of the RBMs of the various blades as the turbine rotates. In the fixed reference frame the signals
do not vary with the turbine azimuth, but only due to other processes like turbulence.

transform these parameters into the so-called fixed reference frame through6q0

qt

qy

= 1

3

 1 1 1
2cos(ψ1) 2cos(ψ2) 2cos(ψ3)
2sin(ψ1) 2sin(ψ2) 2sin(ψ3)

q1

q2

q3

 . (6.79)

The first of these parameters is known as the collective or cone-wise RBM (or whatever
blade parameter we transform). It reflects the amount in which the wind turbine blades
are bending all together. The second parameter is known as the tilt-wise or pitch-wise
RBM. It is large if blades that are pointing up are bending one way and blades that are
pointing down are bending the other way. The third parameter is called the yaw-wise
or flap-wise RBM, and it is large if blades pointing to the right are bending one way and
blades pointing to the left are bending the other way. Ideally, in a perfectly symmetric
world, it is zero. An example of this transformation being applied is shown in Figure 6.19
(right).

We can also apply the inverse Coleman transformation to go from the fixed to the
rotating reference frame. This follows asq1

q2

q3

=
1 cos(ψ1) sin(ψ1)

1 cos(ψ2) sin(ψ2)
1 cos(ψ3) sin(ψ3)

q0

qt

qy

 , (6.80)

where the above matrix is the inverse of the Coleman transformation matrix.
When working with wind turbines, it is generally more convenient to work within

the fixed reference frame. That is, we keep track of the RBMs within the fixed refer-
ence frame, and then use these to determine how much we should deflect the flaps, also
within the fixed reference frame.
6As always, there is a multitude of notation conventions in literature. Also the order in which the elements

appear within the vector may differ. So when applying this transformation, always check which element
represents which mode.
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When we do this, we should ignore the collective RBM. One reason for this is that the
collective RBM does not cause any fatigue damage. After all, while the other two RBMs
represent cyclic loads, the collective RBM represents constant loads, and constant loads
do not cause fatigue damage. At the same time, the main way to reduce the collective
RBM is to slow the wind turbine down. In other words, reducing the collective RBM gets
in the way of the generator controller, which we do not want. As a result, we will only use
the tilt-wise and yaw-wise RBMs to determine how much to deflect the flaps in a tilt-wise
and yaw-wise fashion.

The way in which we do this is rather simple: we use a proportional controller. In
other words, we take the RBMs in the fixed reference frame, multiply them by a constant
gain, and feed those signals to the blade flaps. The reason behind this overt simplic-
ity mainly lies in the conservativeness of the wind turbine industry. Many wind turbine
manufacturers prefer proven technologies above new and potentially risky algorithms.
And if there is any control method which is simple and effective (though not necessarily
optimal) then it is the proportional controller. The main question now is: which con-
troller gains should we use?

6.5.5. A QUALITY CRITERION: THE DAMAGE EQUIVALENT LOAD

To know which controller gains are optimal, we need a quality criterion. What are we
actually trying to optimize?

In short, we are trying to maximize the lifetime of the wind turbine by reducing the
fatigue damage. But measuring how much ‘fatigue’ a blade has absorbed is not as easy
as it may seem, because the blade may be subject to lots of small oscillations, a few big
ones, and anything in-between, as is shown in Figure 6.19. How do we compare all this?

The first step is to analyze how many oscillations of which magnitude our blades
have been subject to. This is done through a method called rainflow counting. A proper
explanation is given by Niesłony (2009), but we briefly take a look at it anyway with the
help of Figure 6.20.

To start the rainflow counting procedure, we take the RBM plot and only consider
the peaks (the turning points) in it. We then rotate the plot so it resembles a ‘roof’ with
potential rain running down. The idea is to introduce a ‘flow’ of rain at every point where
the graph turns to the right. This rain slides down the roof, until the plot turns back to
the left, at which point the rain falls down to the ‘roof’ directly beneath it. When it lands
on this roof, it encounters an already existing flow of rain. The shorter one of these two is
cut off, and the longer one continues. At the end, when we have set up all the rain flows
in this way, we look at the sizes of all the rain flows. These are the magnitudes of the
oscillations. It hence gives us an overview of all the various oscillation stress magnitudes
S1,S2, . . .Sns we have encountered, with ns the number of oscillations.

We now know the magnitudes of all the individual oscillations we encountered. The
next step is to compare them with each other. To do this, we ideally need a so-called S-N
Curve. Here, S is the stress magnitude of the oscillations which the blade encounters,
and N is the number of such oscillations which the material can survive before failing,
also known as the life cycles. Naturally, if we subject a piece of material to stronger os-
cillations (higher stress S) it fails after fewer of these oscillations (lower lifetime N ). The
speed at which these oscillations is applied generally has little influence.
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Figure 6.20: The rainflow procedure visualized. We start with a signal to analyze (top left). We then extract
the peaks of this signal (top right). Everything else is irrelevant. We turn the plot sideways and let rain flow
down from every rightward turning point (bottom left). When two flows meet, the shorter one (based on hor-
izontal distance traveled) is cut off and the longer one continues. Based on these flow lengths, we can split
the signal up into individual oscillations (bottom right). Here we should distinguish half oscillations from full
oscillations. The bottom right figure was generated using the tools made by Niesłony (2009).
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The S-N curve is generally plotted using a logarithmic scale for N . In this case, it often
takes a mostly linear shape. This means that N and S approximately satisfy a relation of
the form SN m = constant. This means that, if the oscillation stress S becomes twice as
big, the number of life cycles is reduced by a factor 2m .

The factor m here is known as the Wöhler exponent. It depends on the material used.
According to Savenije and Peeringa (2009), our glass fiber composite blades have a Wöh-
ler exponent of m = 11. This is a very significant number. After all, if we get twice as much
stress, the number of life cycles is reduced by a factor 211 = 2048. Or in other words, a
single oscillation of magnitude 2S is equivalent to 2048 oscillations of magnitude S. This
idea of ‘equivalence’ is also known as Miner’s rule. Using it, we can calculate a so-called
Damage Equivalent Load (DEL).

Suppose that we have subjected our blade to a time t of oscillations. During this time
it has encountered all sorts of oscillations S1,S2, . . . ,Sns , as evaluated by our rainflow
counting algorithm. Using this, we can calculate the number of equivalent oscillations
Neq at a given reference stress amplitude Sr . This is done through7

Neq =
(

S1

Sr

)
+

(
S2

Sr

)
+ . . .+

(
Sns

Sr

)m

. (6.81)

In practice, we often look at this in a different way. Instead of looking at the number of
equivalent oscillations for a given reference stress magnitude, we look at the equivalent
stress magnitude for a given number of oscillations. In other words, we ask ourselves,
‘If we had encountered Nr oscillations, all of the same magnitude Seq , what would this
equivalent stress Seq be that results in exactly the same fatigue damage as our whole
assortment of oscillations?’ We refer to Seq as the damage equivalent load and we can
calculate it through

Seq = Sr

(
Neq

Nr

) 1
m

=
(Sm

1 +Sm
2 + . . .+Sm

ns

Nr

) 1
m

. (6.82)

How do we choose Nr though? To do so, we usually look at the time t over which we
analyzed the stress oscillations. We then pick a reference frequency fr (often fr = 1Hz)
and use Nr = fr t . As a result of this, we can now say that all oscillations put together give
the same fatigue damage as a sinusoidal stress signal with frequency fr and magnitude
Seq . This is irrespective of the duration of our experiment.

So in our application, we want to minimize this damage equivalent load, which we
now know how to calculate. However, there is a second side of the story, which is that
more aggressive controllers will almost always do better at reducing the DEL. We do not
want very aggressive controllers though, because they provide too many highly varying
input signals to the flaps. This will wear out the bearings on the flaps.

The lifetime of bearings is often measured in the amount of angular distance trav-
eled. So we should also take into account this distance traveled. Or, normalizing per
unit of time, we should take into account the mean rate of change of the input signal
provided to the flaps. By setting up a weighted combination of the DEL and the mean

7If the rainflow counting algorithm indicates that only half of an oscillation has taken place, instead of a full
oscillation, we should add a factor 1

2 to the corresponding oscillation term.
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rate of change of the input signal, we can come up with a performance (or damage) score.
The goal of the algorithm now is to minimize this performance score, or equivalently to
maximize its reciprocal.

6.5.6. OPTIMIZING THE CONTROLLER SETTINGS OF A WIND TURBINE

It is time to discuss the actual experiment. Sadly, code for this experiment is not available
online, since TURBU is third-party software and would also take up much more memory
space than is available in the online repository. However, the method that is used is the
same as for the two-dimensional problem of Section 6.5.2.

For our simulation, we will use a wind speed of 10m/s, with a representative tur-
bulence spectrum. For every experiment, we put the wind turbine in the zero initial
state, which it has been linearized about. We then simulate for a relatively long time of
T = 200s. This minimizes the influence of random effects like turbulence, reducing the
noise in the resulting parameters, like the damage equivalent load.

As was mentioned at the end of Section 6.5.4, we will use a proportional controller
for both the tilt-wise and the yaw-wise flap input signals. The signal that is fed to this
proportional controller are the tilt-wise and yaw-wise RBMs. That gives us two gains to
tune. Very low gains (in the order of 10−8) will result in an inactive controller which does
not reduce the RBM, while very high gains (in the order of 10−5) will react to every small
bit of turbulence, resulting in an overly aggressive controller with a highly varying input
signal. While the first will result in a large fatigue damage, the latter will result in a high
bearing damage. Since our performance score is a weighted combination of these two
parameters, the optimum should lie somewhere in-between.

To get an idea of what the performance score plot will look like, we can apply a brute
force method. That is, we simply apply 500 random control settings and apply GP regres-
sion to the outcome. This results in Figure 6.21. In real life we can of course not apply
such an approach. Trying out random control laws like this, without good reason, would
result in an unacceptable amount of fatigue damage, if not anything worse.

Figure 6.21 shows us that the performance score is a mostly convex function with
respect to the controller gains. There does not seem to exist any local optimums. As a
result, after some basic manual tuning of the parameters of the acquisition functions,
we wound up with the low values of κ= 1 and ξ= 0.005. This shows that this problem is
not so much about exploration – finding the optimum – but mainly one of exploitation –
sticking with the first optimum found.

When we apply the various optimization methods to this problem, we get the results
shown in Figure 6.22. They are very similar to the the results of the one-dimensional
problem shown in Figure 6.14. Once more, it seems that the UCB and the EI acquisi-
tion functions still do quite some exploring, starting off with the corners of the input
space, while both Thompson sampling and the PI acquisition function are more focused
on exploiting. This gets them better results in the short term, but in the long run the
performance of the various algorithms is once more similar.

It should be noted here that the various optimization methods directly optimize (a
function of) the DEL of the wind turbine. Many controller tuning algorithms cannot
do so, because of the highly nonlinear nature of the DEL. Instead, they optimize other
related quantities, assuming that this would have a beneficial effect on the DEL. This may
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Figure 6.21: An approximation of the wind turbine performance score, with respect to the controller gains. The
approximation was made by taking 500 random points and applying a GP regression algorithm to the outcome.

Figure 6.22: The cumulative regret of the various GPO algorithms when applied to the wind turbine problem.
Again a total of 50 full executions of the algorithms was run, and their average was plotted.
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not always be the case though, which makes Gaussian process optimization, definitely
for this application, all the more powerful.

6.5.7. APPLYING THE METHODS TO A WIND TUNNEL TEST
To see whether Gaussian process optimization works in real life as well, we can check
out its performance in a wind tunnel experiment. For this, a two-bladed wind turbine
with controllable flaps on the wind turbine blades was available, depicted in Figure 6.23.
A two-bladed wind turbine works slightly different from a three-bladed turbine, but the
differences are not significant to how GPO is applied.

Figure 6.23: The wind turbine used in the experiment, placed in the open-jet wind tunnel of the Delft University
of Technology.

One thing that was very different was the absence of turbulence. The open-jet wind
tunnel that was used has been set up with the specific goal of minimizing turbulence. As
a result, setting up a controller to reduce the effects of turbulence, like in the previous
experiment, did not work so well. The optimal strategy was quite close to ‘Do nothing,
because there is no turbulence.’

Instead, the focus was on optimizing the cyclic loads due to other factors, like tower
shadow. For this, we gave a cyclic (sinusoidal) input signal to the wind turbine blade
flaps, expressed in the azimuth ψ of the respective blade. That is, we used

u(t ) = A sin
(
ψ+φ)

, (6.83)

where A is the amplitude and φ is the phase shift of the input signal. Equivalently, we
can also rewrite the above (see Theorem A.40) to the form

u(t ) = θ1 sin
(
ψ

)+θ2 cos
(
ψ

)
. (6.84)

The challenge now is to tune θ1 and θ2 such that the damage equivalent load is min-
imized. In this experiment, we did not take the loads on the bearing into account, be-
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cause restricting the control signal to a sinusoidal form already removes the risk of wind-
ing up with an overly aggressive controller.

For this experiment only n = 15 measurements were performed, and only for Thomp-
son sampling. These measurements, together with the resulting approximation of the
damage equivalent load, is shown in Figure 6.24 (left). The corresponding belief about
where the optimal parameters are is shown in Figure 6.24 (right).

Figure 6.24: The results of the wind turbine experiment, with the approximated damage equivalent load mean
(left) and the belief of where the optimal controller settings would be (right). A total of n = 15 measurements
were performed using Thompson sampling. During these experiments, the Thompson sampling algorithm
first tried a few not-so-optimal controller settings, but quickly managed to find a better operating region and
stay within it. During these experiments, it got more and more certain of where the optimal operating point
would be.

There are two questions that arise from this experiment. First of all, are the resulting
parameters correct? Naturally, this is hard to know for sure. However, the controller
parameters that were found were close to the parameters found by colleagues Navalkar
et al. (2016), who set up an identical control law and tuned it using Iterative Feedback
Tuning (IFT) just before the experiment. IFT fundamentally works very differently from
GPO. For instance, IFT is not capable of using the highly nonlinear quality criterion of
the DEL, while GPO is able to deal with this. But the fact that both IFT and GPO come
up with similar controller parameters is at least an indication that these parameters are
somewhat sensible.

The second question is why only n = 15 experiments were run. These are practical
reasons. Changing the controller settings required shutting off the wind turbine con-
troller which, for safety reasons, required shutting off the entire wind tunnel. As a result,
running each experiment took quite some time.

Still, more than fifteen experiments were planned. But after the fifteenth experiment,
which involved a slightly longer wind tunnel downtime (read: a coffee break8), some-
thing had mysteriously changed in the wind turbine dynamics, and the optimal con-
troller parameters were suddenly very different, closer to θ1 = 2.5 and θ2 = 0. Later on it
turned out that the clamp fixing the yaw angle of the turbine had sprung loose, turning
it into a freely yawing wind turbine, thus altering the dynamics. Though the algorithm

8To be honest, a water break. I don’t drink coffee.
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subsequently did mostly converge to the new optimum, albeit with a rather strange DEL
approximation, this did defeat the purpose of the experiment and so the experiment was
aborted.

However, this does raise the question of whether the algorithm can adapt to such
changing circumstances. One of the main assumptions behind the algorithm is that the
objective function, albeit noisy, is at least constant in time. If it is not, we need to look
into ways of taking this into account. The final two suggestions of Section 4.5.2 may
provide a starting point for this.

6.5.8. LESSONS LEARNED FROM THE OPTIMIZATION EXPERIMENTS

There are various lessons that were learned from the optimization experiments. We will
discuss a few of them here.

A first lesson, not noted previously, was learned from actually implementing all the
optimization methods. It seems that implementing an acquisition function is easy, but
this is not always the case. Especially when implementing the PI and EI acquisition func-
tions, there were problems in the optimization algorithm.

These problems were initially caused because the acquisition function was so small
as to (numerically) be zero for most of the input space. This was solved by instead using
the logarithm of the acquisition function. But then still often only local optimums of the
acquisition function were found. This was in turn solved by optimizing the acquisition
function through a multi-start approach specifically tuned to this problem.

The lesson from this is that using any optimization method always requires some
actual fine-tuning of that method to the specific problem we are applying it to. And the
more we fine-tune our optimization method to the problem, the better it performs. It
is hence nearly impossible to conclude that one optimization method works better than
another, because it all depends on how much we fine-tune it to the problem.

We can learn the second lesson from comparing the one-dimensional experiment
of Section 6.5.1 to the two-dimensional experiment of Section 6.5.2. While Thompson
sampling performed worst in the first experiment, it performed best in the second ex-
periment. However, this was mainly caused by the function that was being optimized,
together with certain habits of the optimization method used. Sometimes an optimiza-
tion method appears to work well on a certain function and sometimes it does not. But
since the function that is optimized is in advance unknown, it is very hard to predict
which method will work best.

As a result, we can again conclude that it is impossible to say that one optimiza-
tion method is better than another. It all depends on the problem used. Although this
does provide an extra argument in favor of using the portfolio methods discussed in Sec-
tion 6.4.5. To be precise, it is always wise to keep track of how any optimization method
is doing while it is optimizing a function, and whether or not it might be wiser to use
another optimization method.

6.6. OVERVIEW OF LITERATURE AND CONTRIBUTIONS
As usual, we close this chapter off with a literature overview (Section 6.6.1) and some
suggestions for further research (Section 6.6.2) for people eager to expand on this excit-



6.6. OVERVIEW OF LITERATURE AND CONTRIBUTIONS

6

199

ing field.

6.6.1. LITERATURE OVERVIEW
In this chapter we considered two separate topics. The first is finding the maximum
distribution of a Gaussian process and the second is the Gaussian process optimization
problem.

THE MAXIMUM DISTRIBUTION

For the maximum distribution, relatively little literature is available. The idea of a maxi-
mum distribution was noted by Lizotte (2008), though he did not actually calculate it. It
was calculated by Villemonteix et al. (2009) through the same brute force method we also
applied in Figure 6.2. An expansion to this was developed by Hennig and Schuler (2012),
who used the expectation propagation method from Minka (2001) to approximate the
minimum distribution. Though their approximation method was reasonably accurate,
it had a runtime of O

(
n4

)
, making it infeasible to apply to most problems. An alternative

method was described by Hernández-Lobato et al. (2014a), with further elaborations in
the supplement Hernández-Lobato et al. (2014b), where function samples were approx-
imated through a finite number of basis functions and then optimized to find samples
from the maximum distribution. Other than that, I have not managed to find any men-
tions in literature of the maximum distribution of a Gaussian process.

GAUSSIAN PROCESS OPTIMIZATION

The second matter we discussed, Gaussian process optimization, has received a lot more
attention in literature. Naturally there is a lot of literature on function optimization in
general, but most methods assume that the function can be easily evaluated, that deriva-
tive data is known and/or that the function is concave (for maximization) or convex (for
minimization). A good overview of such optimization methods is given by Boyd and Van-
denberghe (2004). However, we considered the optimization of a function of which ev-
ery function evaluation is expensive. An overview of this problem is given by Jones et al.
(1998). In particular, we used a Bayesian approach to approximate the function during
the optimization process, resulting in the Gaussian process optimization problem.

We noted in Section 6.4.1 that there are two different set-ups for the GPO prob-
lem. Most of the literature focuses on the error minimization set-up. Proper intro-
ductions into this problem are given by Brochu et al. (2010), Shahriari et al. (2016). In
short, the PI acquisition function was first suggested by Kushner (1964) and later ex-
panded through contributions by Torn and Zilinskas (1989), Jones (2001), adding the ex-
ploration/exploitation parameter ξ. The EI acquisition function was suggested by Mockus
et al. (1978). Improvements were then made by Osborne (2010), who added multi-step
lookahead, Park and Law (2015), who added a trust region to ensure small changes to
the belief of the optimal input x̂∗, and Brochu et al. (2010), who introduced an addi-
tional exploration/exploitation parameter ξ similar to the one used in the PI acquisition
function. An analysis was performed by Vazquez and Bect (2010) who established con-
vergence bounds for certain specific cases.

There has been slightly less (though still a significant amount) of literature on the
regret minimization set-up. The problem itself has been analyzed by for instance Klein-
berg (2004), Grünewälder et al. (2010), de Freitas et al. (2012), deriving bounds on the
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regret for specific cases. The most well-known technique is the UCB algorithm, which
was proposed by Cox and John (1997) and analyzed by Srinivas et al. (2012).

A more advanced method for the error minimization set-up was entropy search.
The main idea was first developed by Villemonteix et al. (2009), although Hennig and
Schuler (2012) independently set up a similar method and introduced the name entropy
search. The method was subsequently developed further as predictive entropy search
by Hernández-Lobato et al. (2014a).

Portfolio methods were first introduced by Hoffman et al. (2011), who used results
from Auer et al. (1995), Chaudhuri et al. (2009). The idea of using a portfolio of acquisi-
tion functions was then expanded on by Shahriari et al. (2014), who suggested to use the
change in entropy as criterion to select recommendations.

Thompson sampling was first suggested by Thompson (1933), but it has been mostly
ignored afterwards. This changed in the late 1990s when it was independently rediscov-
ered several times within the machine learning community. It has been the subject of
a lot of analyses, with recent results given by Chapelle and Li (2011), Agrawal and Goyal
(2012). However, it has generally been applied to problems with a finite number of pos-
sible input points (the armed bandit problem) and not to a problem with infinitely many
different inputs. That is, until I wrote about it through Bijl et al. (2017b).

Finally, there is also an enormous list of applications of GPO methods. A few re-
cent examples include the work by Johan Dahlin (2015), Gutmann and Corander (2015),
Marco et al. (2016), but this list can pretty much be made as long as desired. If you want
to learn of more applications, then read some of the above references. They are bound
to mention several.

6.6.2. SUGGESTIONS FOR FURTHER RESEARCH

Gaussian process optimization is still a very active research field. There are plenty of
open problems which are worthwhile to look into. I will mention a few which I am per-
sonally very curious about.

• Using less particles for Thompson sampling
What is the effect of the number of particles used? When we want to approximate
the maximum distribution, using more particles will give us a more accurate approx-
imation. But if we are only using the maximum distribution to get samples to use in
Thompson sampling, then what happens when we use less particles? For instance,
if we only need ten samples from the maximum distribution, does it suffice to use
only ten champion particles? Are the samples still adequate then? What problems
occur when we really use too few particles? And at how many (or how few) particles
do these problems start to occur?

• Using varying hyperparameters during the optimization
So far we have assumed that the hyperparameters of the Gaussian process are known
and constant. In reality, as was also discussed in Section 3.1.2, the hyperparameters
are also random variables, with their own posterior distributions. And ideally we
need to take all possible hyperparameters into account. This should be possible to
implement within the MCMD algorithm. Now, every time we challenge a champion
particle through (6.8) (or through (6.19) if we use multiple challengers per cham-
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pion), we should also randomly pick our hyperparameters from the hyper-posterior
and use those during the challenge. This should then give us the maximum distribu-
tion of the Gaussian process taking into account all possible hyperparameters. But
how actually can we do this efficiently, so that we don’t have to wait hours for every
challenge round?

• A Gaussian process gradient ascent algorithm
We have learned in Section 2.5 that the derivative of a Gaussian process is also a
Gaussian process. This raises the question of whether it is possible to use Gaussian
process regression to implement some sort of gradient ascent algorithm. In particu-
lar, can we use our knowledge about the derivative of the Gaussian process to quickly
track down a local optimum of the function? And what role does the uncertainty (the
variance) of the derivative play in the step size that we use?

• Low-risk Gaussian process optimization
In wind turbine applications, and in many other applications, there may be regions
of the input space which we simply should never try out. That is, if we pick an input
x (a set of controller parameters) from such a region, the wind turbine becomes un-
stable and breaks down, with a large amount of damage as a result. Assuming that
the cost function f (x) we are approximating is continuous, and that we can poten-
tially see such no-go-regions coming, how do we prevent ourselves from entering
such parts of the input space?
In this problem, it is not only important what the upper bound µ(x)+κσ(x) – the po-
tential gain – of the GP is, but also what the lower bound µ(x)−κσ(x) – the potential
loss – of the GP is. As a result, we can only try input points xk close to earlier input
points we have tried, so that we are reasonably certain we do not accidentally enter
such a very-negative-value region.
Since finding the global optimum is in this case nearly impossible – we cannot risk
trying a fully unexplored part of the input space – we can be satisfied with a local
optimum for this problem. So possibly Gaussian gradient ascent algorithms (see the
previous suggestion) can also be used? Similar ideas have already been tried out,
after I first wrote this, by Sui et al. (2015), Berkenkamp et al. (2016).
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CONCLUSION AND

RECOMMENDATIONS

At the start of this thesis, in Section 1.1.2, we asked ourselves four questions related to
Gaussian process regression. We will repeat them here one by one to see if we have found
an answer to them. In addition, we also consider the next questions that inevitably follow
from the answers that we found.

1. How can GP regression be applied to a big and constantly growing data set?
We looked into this in Chapter 4. Methods for Gaussian process regression to be
applied to large data sets already existed. They made use of inducing input points.
We have extended these methods so they can be applied in an online way. That is,
both new measurement data and new inducing input points can be added on the
fly. These methods are powerful enough that we are now able to deal with big and
constantly growing data sets.
Nevertheless, the number of inducing input points required still scales exponentially
with the dimension of the input space. As a result, when dealing with problems that
both have a large number of input parameters (say, 6 or more) and require a high
accuracy, we still run into computational problems because of too many (more than
a thousand) inducing input points. Apart from the multitude of small ways in which
the methods can be improved, I think this is the most important follow-up problem
to tackle. Can we devise a way such that not all inducing input points are required
when making predictions?

2. How can GP regression be applied subject to uncertainty in all measurements?
In Chapter 5 we developed the SONIG algorithm which allows Gaussian process re-
gression to be applied subject to noisy input points. This has solved the problem that
we were facing. The algorithm has shown to have better performance than related al-
gorithms and is computationally more efficient as well.
The next challenge for the development of the SONIG algorithm is to properly deal
with various special cases. For instance, for some measurements the algorithm is not
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capable of properly finding the posterior distribution of the measurement input. In
other cases measurements cannot be incorporated due to numerical problems. Cur-
rently such measurements are ignored. By detecting such measurements and deal-
ing with them in the proper way, an extra gain can still be obtained, both concerning
performance and concerning the user-friendliness of the SONIG toolbox.

3. How can Gaussian processes be optimized with respect to various parameters?
In Chapter 6 we looked at what the ‘optimum’ of a Gaussian process actually means.
It turns out to be a random variable with its own distribution. This distribution can-
not be calculated analytically, so we have developed the Monte Carlo Maximum Dis-
tribution (MCMD) algorithm to approximate it. Using this algorithm, it is possible to
set up a Thompson sampling optimization method which finds the optimum of an
unknown nonlinear function with little cost (regret). The performance of this Gaus-
sian process optimization method was comparable to or slightly better than other
optimization methods, depending on the exact function used.
The next step in the development of the MCMD algorithm is to see if any perfor-
mance bounds can be obtained. When applying Thompson sampling to problems
with a discrete input space, bounds on the cumulative regret can be derived. The
question now is whether such bounds also exist for the continuous-input problem.

4. How can other people apply GP regression algorithms to wind turbine problems?
Applying Gaussian process regression is not always as easy as we may like. Never-
theless, in this thesis I have tried to make it as easy as possible. The past six chap-
ters provide master students, or anyone with a similar background, with an intuitive
view on Gaussian processes. It also lists the equations through which people can
quickly set up their own Gaussian process regression methods. In addition, all the
corresponding mathematics is available in the appendices and all the source code is
online (see Bijl (2016a)). This allows people to easily find examples of working GP
regression applications; especially applications related to wind energy.
That does not mean that we are done. There is still a long way to go. One step in the
right direction has been made by developing the SONIG toolbox. (See Bijl (2016b).)
However, no toolbox is ever finished. If we want Gaussian process regression to be
applied more, then I believe the challenge is not to develop new advanced regression
tricks. Instead, I think we should focus on improving toolboxes like the SONIG tool-
box, making them more powerful and especially more user-friendly, so the power of
Gaussian process regression can be harnessed by nearly anyone.

Concluding, we have answered the questions posed in the introduction, but several more
new challenges have sprung up. There is still a long way to go before Gaussian process
regression can be easily applied to various applications, in wind energy and beyond.
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MATRIX ALGEBRA

Summary — Matrices can be subject to a variety of operations. Of course it is possible to
add up and multiply matrices, but we can also take the trace of a matrix, the derivative,
the vectorization, or multiply matrices using the Kronecker product. All these operators
have various potentially useful properties.

We can also take the inverse of a matrix. This is usually a computationally demanding
process. But if we split the matrix up into blocks, and we already know the inverse of some
of these blocks, we might have an easier time finding the inverse of the full matrix.

Matrices play a fundamental role in Gaussian exponentials as well. When multiplying
Gaussian exponentials, we can often find the outcome in relatively easy way by evaluating
a few matrix expressions.

Finally we consider Lyapunov equations. Their solutions, which can be found analytically,
satisfy a variety of interesting properties. For instance, Lyapunov solutions generally equal
integrals over matrix exponentials. These integrals can also be solved by evaluating matrix
exponential expressions. Often this latter method is easier to apply. However, if the time
over which we integrate is large, then it will result in numerical inaccuracies, so then it
will still be better to solve the respective Lyapunov equations.
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This appendix covers a couple of important theorems related to matrix algebra. To follow
this appendix, it is important that you are familiar with matrices and their basic proper-
ties. So you should be able to do matrix multiplications, find inverses and determinants,
and know what eigenvalues are. No other prior knowledge is required.

We start by examining some basic matrix operations, like the derivative of a matrix,
the trace and the vectorization (Section A.1). Then we look at various ways of efficiently
calculating matrix inverses, based on what data we already have (Section A.2). We con-
tinue by studying Gaussian exponentials, which use covariance matrices in their expo-
nents (Section A.3). Afterwards we study Lyapunov equations and how we can also find
their solutions through infinite integrals over matrix exponentials (Section A.4). We also
look at an alternative way to solve integrals over matrix exponentials (Section A.5). Fi-
nally, we have some miscellaneous theorems which did not fit in anywhere else (Sec-
tion A.6).

A.1. MATRIX OPERATIONS
Various operations can be applied to matrices. Here we look at a few of them, and what
properties result from these operations. We start by examining the trace operator (Sec-
tion A.1.1), continue with matrix derivatives (Section A.1.2) and then consider both ma-
trix vectorization and the Kronecker product (Section A.1.3).

A.1.1. THE TRACE OPERATOR
The trace operator tr(P ) is defined as the sum of the diagonal elements of the square
matrix P . In other words,

tr(P ) = tr


P11 P12 · · ·

P21 P22 · · ·
...

...
. . .


= P11 +P22 + . . . . (A.1)

This trace operator has a couple of very convenient properties. First of all, it is a linear
operator. That is, tr(A+B) = tr(A)+ tr(B) and tr(c A) = ctr(A) for square matrices A and
B and scalar c. (You can proof this directly from the definition.) Secondly, we always have
tr(P ) = tr

(
P T

)
, while for a scalar we even have tr(c) = c. And thirdly, the trace operator

has the cyclic property, as explained by the following theorem.

Theorem A.1. For any matrices A, B and C for which ABC is square, we have

tr (ABC ) = tr (C AB) = tr (BC A) . (A.2)

Proof. We will first prove the relation tr(PQ) = tr(QP ) for some m×n matrix P and n×m
matrix Q. Let’s denote the element of P in row i and column j as Pi j and similarly for Q
or any matrix [. . .]. The definition of matrix multiplication tells us that

[PQ]i j =
n∑

k=1
Pi kQk j . (A.3)

From this, it follows that

tr(PQ) =
m∑

i=1
[PQ]i i =

m∑
i=1

n∑
j=1

Pi j Q j i =
n∑

j=1

m∑
i=1

Q j i Pi j =
n∑

j=1
[QP ] j j = tr(QP ) . (A.4)
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This relation directly implies (A.2). To be precise, substituting P = AB and Q = C gives
the first relation, and substituting P =C A and Q = B gives the second.

Note that we can only cycle the elements within the trace function. We generally do
not have tr(ABC ) = tr(C B A).

A.1.2. MATRIX DERIVATIVES

The matrix derivative is defined element-wise. So, if an m ×n matrix P depends on the
parameter x, then per definition

dP

d x
=


dP11

d x · · · dP1n
d x

...
. . .

...
dPm1

d x · · · dPmn
d x

 . (A.5)

If this is the derivative of a matrix, then what is the derivative of a matrix inverse?
That question is answered by the following theorem.

Theorem A.2. For any invertible matrix P and any parameter x, the derivative of P−1

with respect to x equals

dP−1

d x
=−P−1 dP

d x
P−1. (A.6)

Proof. Consider the relation PP−1 = I . If we take the derivative of both sides, applying
the chain rule, we get

dP

d x
P−1 +P

dP−1

d x
= 0. (A.7)

Solving for dP−1/d x directly proves the theorem.

Similarly, what is the derivative of a matrix determinant?

Theorem A.3. For any invertible matrix P, the derivative of |P | is given by

d |P |
d x

= |P |tr

(
P−1 dP

d x

)
. (A.8)

Proof. This proof is a bit too lengthy for this thesis. I will only note that this theorem
is a special case of Jacobi’s formula, and for details refer to the work by Bellman (1997)
or Magnus and Neudecker (1999).

A nice consequence of the above theorem is that

d log |P |
d x

= tr

(
P−1 dP

d x

)
, (A.9)

which somewhat surprisingly is an easier expression than A.8.



A

208 A. MATRIX ALGEBRA

A.1.3. VECTORIZATION AND THE KRONECKER PRODUCT

The vectorization vec(P ) of some matrix P is defined as the concatenation of the columns
of P into one big vector. For instance,

vec

([
a b
c d

])
=


a
c
b
d

 . (A.10)

The Kronecker product P ⊗Q of an mP ×np matrix P and an mQ ×nQ matrix Q is defined
as the mP mQ ×nP nQ matrix

P ⊗Q =

 P11Q · · · P1nQ
...

. . .
...

Pm1Q · · · PmnQ

 . (A.11)

These two operators are often used together, mainly because of the following theorem.

Theorem A.4. For any matrices P of size k × l and Q of size l ×m, it holds that

vec(PQ) = (Im ⊗P )vec(Q) = (
QT ⊗ Ik

)
vec(P ), (A.12)

where Ik denotes the identity matrix of size k.

Proof. This can be proven by expanding the matrix equations. Let’s write the matrix Q
as

Q = [
q1 q2 · · · qm

]=


q11 q12 · · · q1m

q21 q22 · · · q2m
...

...
. . .

...
qk1 qk2 · · · qkm

 . (A.13)

We can first note that vec(PQ) equals

vec(PQ) = vec
([

P q1 P q2 · · · P qm
])=


P q1

P q2
...

P qm

 . (A.14)

Next, consider (Im ⊗P )vec(Q). This equals

(Im ⊗P )vec(Q) =


P 0 · · · 0
0 P · · · 0
...

...
. . .

...
0 0 · · · P




q1

q2
...

qm

=


P q1

P q2
...

P qm

 . (A.15)
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So these two quantities are equal. Finally we examine
(
QT ⊗ Ik

)
vec(P ). This equals

(
QT ⊗ Ik

)
vec(P ) =


q11Ik q21Ik · · · ql1Ik

q12Ik q22Ik · · · ql2Ik
...

...
. . .

...
q1m Ik q2m Ik · · · qlm Ik




p1

p2
...

pl

 (A.16)

=


q11p1 +q21p2 + . . .+ql1pl

q12p1 +q22p2 + . . .+ql2pl
...

q1m p1 +q2m p2 + . . .+qlm pl

=


P q1

P q2
...

P qm

 .

So this quantity is also equal to the previous one.

It often occurs that we want to find the trace tr(PQ) of a product of matrices. In that
case, we could also use the following theorem.

Theorem A.5. Any matrices P of size n ×m and Q of size m ×n satisfy

tr (PQ) = vec
(
P T )T

vec (Q) (A.17)

Proof. Let’s define R = P T . We can write Q and R as

Q = [
q 1 q 2 · · · q n

]
, (A.18)

R = [
r 1 r 2 · · · r n

]
. (A.19)

It follows that

tr
(
RT Q

)= tr




r T
1

r T
2
...

r T
n

[
q 1 q 2 · · · q n

]
= tr




r T
1 q 1 r T

1 q 2 · · · r T
1 q n

r T
2 q 1 r T

2 q 2 · · · r T
2 q n

...
...

. . .
...

r T
n q 1 r T

n q 2 · · · r T
n q n


 (A.20)

= r T
1 q 1 + r T

2 q 2 + . . .+ r T
n q n =


r 1

r 2
...

r n


T 

q 1
q 2
...

q n

= vec(R)T vec(Q) .

Replacing R by P T will complete the proof.

A.2. MATRIX INVERSES
In this section we will consider various ways of inverting various matrices. We will often
use the notation ∆A and ∆D . These are Schur complements, defined respectively as

∆A =D −C A−1B , (A.21)

∆D =A−BD−1C . (A.22)

This notation will come in handy when we invert blockwise matrices (Section A.2.1) and
when we invert sums of matrices (Section A.2.2).
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A.2.1. BLOCKWISE MATRIX INVERSES
Our first theorem now shows how we can invert a blockwise matrix. The theory behind
this is far from new, with a good overview given by Hager (1989).

Theorem A.6. Assume that A, D, ∆A and ∆D are invertible. For a matrix P written in
blockwise form, we can find the inverse P−1 through one of two equations,

P−1 =
[

A B
C D

]−1

=
[

A−1 + A−1B∆−1
A C A−1 −A−1B∆−1

A
−∆−1

A C A−1 ∆−1
A

]
(A.23)

=
[

∆−1
D −∆−1

D BD−1

−D−1C∆−1
D D−1 +D−1C∆−1

D BD−1

]
.

Proof. The trick to prove this theorem is to transform the matrix P into something with
a diagonal form. To start, we can transform it into something with an upper triangular
form using a left-multiplication[

I 0
−C A−1 I

][
A B
C D

]
=

[
A B
0 D −C A−1B

]
. (A.24)

Alternatively, we can transform it into something with a lower triangular form using a
right-multiplication [

A B
C D

][
I −A−1B
0 I

]
=

[
A 0
C D −C A−1B

]
. (A.25)

If we apply both transformations, then we get a diagonal matrix[
I 0

−C A−1 I

][
A B
C D

][
I −A−1B
0 I

]
=

[
A 0
0 D −C A−1B

]
. (A.26)

If we instead find the inverse transformations, then we can write our matrix P as LDU ,
with L a lower (block-)triangular matrix, D a (block-)diagonal matrix and U an upper
(block-)triangular matrix. The resulting decomposition of P is hence called an LDU de-
composition. It is given by[

A B
C D

]
=

[
I 0

−C A−1 I

]−1 [
A 0
0 D −C A−1B

][
I −A−1B
0 I

]−1

. (A.27)

If we invert both sides, making use of (ABC )−1 =C−1B−1 A−1, we find that[
A B
C D

]−1

=
[

I −A−1B
0 I

][
A−1 0

0 (D −C A−1B)−1

][
I 0

−C A−1 I

]
. (A.28)

By expanding this, we find that P−1 equals

P−1 =
[

A B
C D

]−1

=
[

A−1 + A−1B(D −C A−1B)−1C A−1 −A−1B(D −C A−1B)−1

−(D −C A−1B)−1C A−1 (D −C A−1B)−1

]
. (A.29)

This proves the first half of the theorem.
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The proof of the second half is nearly identical, except for one small difference. Pre-
viously we used a left-multiplication to put the matrix in an upper triangular form, and
a right-multiplication to put it in a lower triangular form. Now we do the opposite. That
is, we use a left-multiplication to put the matrix in a lower triangular form, and a right-
multiplication to put it in an upper triangular form. This gives us[

A B
C D

]
=

[
I −BD−1

0 I

]−1 [
A−BD−1C 0

0 D

][
I 0

−D−1C I

]−1

. (A.30)

The rest of the steps are the same. So we find that[
A B
C D

]−1

=
[

I 0
−D−1C I

][
(A−BD−1C )−1 0

0 D−1

][
I −BD−1

0 I

]
(A.31)

=
[

(A−BD−1C )−1 −(A−BD−1C )−1BD−1

−D−1C (A−BD−1C )−1 D−1 +D−1C (A−BD−1C )−1BD−1

]
.

This also proves the second half of the theorem.

The next theorem we look at is the matrix inversion lemma, which is also known as
the Woodbury matrix identity or one of various other names. It is a familiar theorem,
found for instance in the work by Hager (1989) and Higham (2002), but we repeat it here
so we have a complete overview of important theorems.

Theorem A.7. Assume that A, D, ∆A and ∆D are invertible. Then we have

∆−1
D = (A−BD−1C )−1 (A.32)

= A−1 + A−1B(D −C A−1B)−1C A−1

= A−1 + A−1B∆−1
A C A−1.

Proof. This follows directly from Theorem A.6. If we look at the top left block of the
matrices in this theorem, we directly find that

(A−BD−1C )−1 = A−1 + A−1B(D −C A−1B)−1C A−1. (A.33)

Combining this with the definitions for ∆A and ∆D proves the theorem.

In literature the matrix inversion lemma has lots of different notations. Often U is
used instead of B , V is used instead of C and −C−1 is used instead of D . Sometimes B is
turned into −B , resulting in

(A+BD−1C )−1 = A−1 − A−1B(D +C A−1B)−1C A−1. (A.34)

The essence of the theorem remains the same though: to replace a possibly difficult ma-
trix inverse with one that is potentially a lot easier to compute.

A similar theorem to the matrix inversion lemma is the following one.

Theorem A.8. Assume that A, D, ∆A and ∆D are invertible. Then we have

A−1B(D −C A−1B)−1 = A−1B∆−1
A =∆−1

D BD−1 = (A−BD−1C )−1BD−1. (A.35)
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Proof. This theorem also follows directly from Theorem A.6. If we look at the top right
block of the matrices in this theorem, we directly find the equation above.

Finally, using the results so far, we can derive another related theorem. This one
concerns the determinant of a blockwise matrix.

Theorem A.9. The determinant of a blockwise matrix equals∣∣∣∣A B
C D

∣∣∣∣= |A||D −C A−1B | = |A||∆A | (A.36)

= |D||A−BD−1C | = |D||∆D |.

Proof. We should first note, from the definition of the determinant, that∣∣∣∣X 0
0 Y

∣∣∣∣= |X ||Y |, (A.37)∣∣∣∣ I 0
Z I

∣∣∣∣= 1, (A.38)

and |X Y Z | = |X ||Y ||Z | for any (appropriately sized) matrices X , Y and Z . Using this,
and using the LDU decomposition (A.27), the above theorem directly follows.

A.2.2. INVERTING SUMS OF MATRICES

It often occurs that we need to find the inverse of a sum of inverses. In that case the
following theorem can come in handy.

Theorem A.10. Assume that all matrices with inverses in the below equation are invert-
ible. Also define P and Q as in the equation below. We then have

(P−1 +Q−1)−1 =
([

A B
C D

]−1

+
[

E F
G H

]−1
)−1

(A.39)

=
[

A B
C D

][
Ã−1 + Ã−1B̃∆−1

Ã
C̃ Ã−1 −Ã−1B̃∆−1

Ã
−∆−1

Ã
C̃ Ã−1 ∆−1

Ã

][
E F
G H

]

=
[

A B
C D

][
∆−1

D̃
−∆−1

D̃
B̃D̃−1

−D̃−1C̃∆−1
D̃

D̃−1 + D̃−1C̃∆−1
D̃

B̃D̃−1

][
E F
G H

]
,

where we have defined[
Ã B̃
C̃ D̃

]
=

[
A+E B +F
C +G D +H

]
, (A.40)

∆Ã =D̃ − C̃ Ã−1B̃ = (D +H)− (C +G)(A+E)−1(B +F ), (A.41)

∆D̃ =Ã− B̃D̃−1C̃ = (A+E)− (B +F )(D +H)−1(C +G). (A.42)
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Proof. The easiest way to prove the above theorem is through

(P−1 +Q−1)−1 =P (P +Q)−1Q (A.43)

=
[

A B
C D

][
A+E B +F
C +G D +H

]−1 [
E F
G H

]

=
[

A B
C D

][
Ã B̃
C̃ D̃

]−1 [
E F
G H

]
.

We can apply Theorem A.6 to this. Making use of definitions (A.21) and (A.22) for∆Ã and
∆D̃ , we now immediately find that

(P−1 +Q−1)−1 =
[

A B
C D

][
Ã−1 + Ã−1B̃∆−1

Ã
C̃ Ã−1 −Ã−1B̃∆−1

Ã
−∆−1

Ã
C̃ Ã−1 ∆−1

Ã

][
E F
G H

]
(A.44)

=
[

A B
C D

][
∆−1

D̃
−∆−1

D̃
B̃D̃−1

−D̃−1C̃∆−1
D̃

D̃−1 + D̃−1C̃∆−1
D̃

B̃D̃−1

][
E F
G H

]
.

This proves the theorem.

We can take the limit of H → ∞ for the above theorem. Having a matrix limit may
sound complicated, but what it basically means is that all eigenvalues of H go to infinity.
So one way of looking at this is as if H = hI with h →∞.

Theorem A.11. Consider Theorem A.10. Under the same assumptions and definitions, in
the limit of H →∞, this theorem reduces to([

A B
C D

]−1

+
[

E F
G H

]−1
)−1

=
[

A B
C D

]
−

[
A
C

]
(A+E)−1 [

A B
]

(A.45)

=
[

A(A+E)−1E E(A+E)−1B
C (A+E)−1E D −C (A+E)−1B

]
.

Proof. We could prove this by indeed considering Theorem A.10 as H →∞. A somewhat

faster approach would be to rewrite
(
P−1 +Q−1

)−1
into

P (P +Q)−1 Q = P (P +Q)−1 (P +Q)−P (P +Q)−1 Q = P −P (P +Q)−1 P. (A.46)

In this case we have

(P +Q)−1 =
[

A+E B +F
C +G D +H

]
=

[
A+E ∗
∗ ∞

]−1

=
[

(A+E)−1 0
0 0

]
, (A.47)

where a ∗ denotes an immaterial value: it will drop out of the equations anyway. From
this, we directly find that, as H →∞,([

A B
C D

]−1

+
[

E F
G H

]−1
)−1

=
[

A B
C D

]
−

[
A
C

]
(A+E)−1 [

A B
]

. (A.48)
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This proves the first part of (A.45). To prove the second part, we need to rewrite the
above. We can rewrite the top left term through

A− A (A+E)−1 A = A (A+E)−1 (A+E)− A (A+E)−1 A = A (A+E)−1 E . (A.49)

Rewriting the other terms goes in an identical way, after which we also prove the second
result of (A.45).

A.3. GAUSSIAN EXPONENTIALS
In this section we examine Gaussian exponentials and Gaussian exponential functions.
We start with the exponentials (Section A.3.1) which are exponential whose exponent
has the form − 1

2 (x −µ)Σ−1(x −µ). If we then also add a normalization constant 1p|2πΣ|
we wind up with Gaussian exponential functions, whose properties we also study (Sec-
tion A.3.2). Finally we also look at joint Gaussian exponential functions of multiple vari-
ables xa and xb (Section A.3.3).

A.3.1. MULTIPLYING GAUSSIAN EXPONENTIALS
The first property we examine concerns the product of Gaussian exponentials. It is a
familiar expression in literature, given for instance by Deisenroth (2010).

Theorem A.12. Assume that Σa > 0 and Σb > 0 are symmetric. The product of two Gaus-
sian exponentials (without multiplying constants) equals

exp

(
−1

2
(x −µa )TΣ−1

a (x −µa )

)
exp

(
−1

2
(x −µb )TΣ−1

b (x −µb )

)
(A.50)

= exp

(
−1

2
(µa −µb )T (Σa +Σb)−1(µa +µb )

)
exp

(
−1

2
(x −µ)T (Σ−1

a +Σ−1
b )(x −µ)

)
,

where we define
µ= (Σ−1

a +Σ−1
b )−1(Σ−1

a µa +Σ−1
b µb ). (A.51)

Proof. To prove this, we start with merging the exponentials and expanding the brackets.

exp

(
−1

2
(x −µa )TΣ−1

a (x −µa )

)
exp

(
−1

2
(x −µb )TΣ−1

b (x −µb )

)
(A.52)

= exp

(
−1

2

(
xTΣ−1

a x −2xTΣ−1
a µa +µa

TΣ−1
a µa +xTΣ−1

b x −2xTΣ−1
b µb +µb

TΣ−1
b µb

))
.

We want to complete the squares with respect to x . That is, within the exponential we
want to find something of the form

− 1

2
(x −µ)TΣ−1(x −µ)+ c, (A.53)

for some parameters µ, Σ−1 and c. By looking at the exponential, and checking out all
the terms with xT (. . .)x , we can right away see that

Σ−1
a +Σ−1

b =Σ−1. (A.54)



A.3. GAUSSIAN EXPONENTIALS

A

215

Next, if we look at all the terms of the form xT (. . .)−1(. . .), we find that we should have

−2xTΣ−1
a µa −2xTΣ−1

b µb =−2xTΣ−1µ. (A.55)

This should hold for all x . We find that this is indeed the case when

µ=Σ(
Σ−1

a µa +Σ−1
b µb

)
. (A.56)

To find c, we look at all remaining terms. That is,

− 1

2

(
µa

TΣ−1
a µa +µb

TΣ−1
b µb

)=−1

2
µTΣ−1µ+ c. (A.57)

Working this out will require quite some steps. The initial steps are

−2c =µa
TΣ−1

a µa +µb
TΣ−1

b µb −µTΣ−1µ (A.58)

=µa
TΣ−1

a µa +µb
TΣ−1

b µb − (
µa

TΣ−1
a +µb

TΣ−1
b

)
ΣΣ−1Σ

(
Σ−1

a µa +Σ−1
b µb

)
=µa

T (
Σ−1

a −Σ−1
a ΣΣ−1

a

)
µa −2µa

T (Σ−1
a ΣΣ−1

b )µb +µb
T (
Σ−1

b −Σ−1
b ΣΣ−1

b

)
µb .

It is now interesting to note that the terms within brackets are all equal. Don’t believe
me? To see what they are all equal to, we consider

Σ−1
b −Σ−1

b ΣΣ−1
b =Σ−1ΣΣ−1

b −Σ−1
b ΣΣ−1

b (A.59)

=(Σ−1 −Σ−1
b )ΣΣ−1

b

=(Σ−1
a +Σ−1

b −Σ−1
b )(Σ−1

a +Σ−1
b )−1Σ−1

b

=Σ−1
a (Σ−1

a +Σ−1
b )−1Σ−1

b

=(Σa +Σb)−1.

We can show similarly that the other terms within brackets equal (Σa +Σb)−1. As a result,
we have

−2c =µa
T (Σa +Σb)−1µa −2µa

T (Σa +Σb)−1µb +µb
T (Σa +Σb)−1µb (A.60)

c =− 1

2
(µa −µb )T (Σa +Σb)−1(µa +µb ). (A.61)

Now we know Σ, µ and c. By merging our results, we may write

exp

(
−1

2
(x −µa )TΣ−1

a (x −µa )

)
exp

(
−1

2
(x −µb )TΣ−1

b (x −µb )

)
(A.62)

= exp

(
−1

2
(µa −µb )T (Σa +Σb)−1(µa +µb )

)
exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
.

This proves what we wanted to prove.
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A.3.2. MULTIPLYING/DIVIDING GAUSSIAN EXPONENTIAL FUNCTIONS

From multiplying exponentials, it is only a small step further to multiplying Gaussian ex-
ponential functions N (. . .). We have defined the Gaussian exponential function N (x |µ,Σ)
(see (2.12)) as

N (x |µ,Σ) ≡ 1p|2πΣ| exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
. (A.63)

If we now multiply two Gaussian exponentials, then the result is again a Gaussian expo-
nential function N (. . .), multiplied by a constant.

Theorem A.13. The product N (x |µa ,Σa)N (x |µb ,Σb) equals

N (x |µa ,Σa)N (x |µb ,Σb) =CN (x |µ,Σ), (A.64)

where C , µ and Σ are defined through

Σ= (Σ−1
a +Σ−1

b )−1, (A.65)

µ=Σ(Σ−1
a µa +Σ−1

b µb ), (A.66)

C =N (µa |µb ,Σa +Σb) =N (µb |µa ,Σa +Σb). (A.67)

Proof. Making use of Theorem A.12, we find that

N (x |µa ,Σa)N (x |µb ,Σb) (A.68)

= 1p|2πΣa |
exp

(
−1

2
(x −µa )TΣ−1

a (x −µa )

)
1√|2πΣb |

exp

(
−1

2
(x −µb )TΣ−1

b (x −µb )

)
= 1

(2π)dx

1√|Σa | |Σb |
exp

(
−1

2
(µa −µb )T (Σa +Σb)−1(µa +µb )

)
exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
.

Here we made use of the determinant property that |c A| = cd |A|, with d the dimension of
the square matrix A. We have the exponentials sorted out now, but we still need to fix the
constants, including the matrix determinants. We will make use of the rules |A||B | = |AB |
and |A−1| = |A|−1, which allow us to derive

1

(2π)dx

1√|Σa | |Σb |
= 1

(2π)dx

√√√√ |Σ−1
a +Σ−1

b |
|Σa ||Σ−1

a +Σ−1
b ||Σb |

(A.69)

= 1

(2π)dx

√
|Σ−1

a +Σ−1
b |

|Σa +Σb |
= 1√

(2π)dx |Σa +Σb |
1√

(2π)dx |(Σ−1
a +Σ−1

b )−1|
.
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Using this result, we find that

N (x |µa ,Σa)N (x |µb ,Σb) (A.70)

= 1√|2π (Σa +Σb) |
exp

(
−1

2
(µa −µb )T (Σa +Σb)−1(µa +µb )

)
1√

|2π(Σ−1
a +Σ−1

b )−1|
exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
=N (µa |µb ,Σa +Σb)N (x |µ,Σ).

This completes the proof of this theorem.

Something similar happens when we divide Gaussian functions. The following theo-
rem shows how that works.

Theorem A.14. The division of N (x |µ,Σ) by N (x |µa ,Σa) equals

N (x |µ,Σ)

N (x |µa ,Σa)
= N (x |µb ,Σb)

N (µa |µb ,Σa +Σb)
, (A.71)

where µb and Σb are defined through

Σb = (Σ−1 −Σ−1
a )−1, (A.72)

µb =Σb(Σ−1µ−Σ−1
a µa ). (A.73)

Proof. This theorem directly follows from Theorem A.13. In fact, this theorem states that

N (x |µa ,Σa)N (x |µb ,Σb) =N (µa |µb ,Σa +Σb)N (x |µ,Σ), (A.74)

where we have

Σ= (Σ−1
a +Σ−1

b )−1, (A.75)

µ=Σ(Σ−1
a µa +Σ−1

b µb ). (A.76)

If we rewrite this to

Σb = (Σ−1 −Σ−1
a )−1, (A.77)

µb =Σb(Σ−1µ−Σ−1
a µa ), (A.78)

then it directly follows that

N (x |µ,Σ)

N (x |µa ,Σa)
= N (x |µb ,Σb)

N (µa |µb ,Σa +Σb)
. (A.79)
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A.3.3. JOINT GAUSSIAN EXPONENTIAL FUNCTIONS
Suppose that we have a joint Gaussian exponential function

N

([
xa

xb

]∣∣∣∣[µa

µb

]
,

[
Σaa Σab

Σba Σbb

])
. (A.80)

It is actually possible to split this joint exponential function up into two separate Gaus-
sian exponential functions. How that works is explained by the following theorem.

Theorem A.15. The joint Gaussian exponential function can be rewritten to

N

([
xa

xb

]∣∣∣∣[µa

µb

]
,

[
Σaa Σab

Σba Σbb

])
(A.81)

=N (xa |µa ,Σaa)N
(
xb |µb +ΣbaΣ

−1
aa

(
xa −µa

)
,Σbb −ΣbaΣ

−1
aaΣab

)
=N (xb |µb ,Σbb)N

(
xa |µa +ΣabΣ

−1
bb

(
xb −µb

)
,Σaa −ΣabΣ

−1
bbΣba

)
.

Proof. Per definition, the joint Gaussian exponential function equals

1√∣∣∣∣2π[
Σaa Σab

Σba Σbb

]∣∣∣∣
exp

(
−1

2

([
xa

xb

]
−

[
µa

µb

])T [
Σaa Σab

Σba Σbb

]−1 ([
xa

xb

]
−

[
µa

µb

]))
. (A.82)

For the determinant we will apply Theorem A.9 and for the matrix inverse we will use
Theorem A.6. For simplicity of notation, we will also write ∆a = Σbb −ΣbaΣ

−1
aaΣab and

define ya = xa −µa and yb = xb −µb . We can now rewrite the above to

1p|2πΣaa | |2π∆a |
exp

(
−1

2

[
ya

yb

]T [
Σ−1

aa +Σ−1
aaΣab∆

−1
a ΣbaΣ

−1
aa Σ−1

aaΣab∆
−1
a

∆−1
a ΣbaΣ

−1
aa ∆−1

a

][
ya

yb

])
.

We can already split up the above into two separate exponents, through

N

([
xa

xb

]∣∣∣∣[µa

µb

]
,

[
Σaa Σab

Σba Σbb

])
= 1p|2πΣaa |

exp

(
−1

2
ya

TΣ−1
aa ya

)
(A.83)

1p|2π∆a |
exp

(
−1

2

[
ya

yb

]T [−Σ−1
aaΣab I

]
∆−1

a

[−ΣbaΣ
−1
aa

I

][
ya

yb

])
.

The left half already is in the form of the Gaussian exponential function N (ya |0,Σaa).
The right half still needs a bit of work. In particular, by noting that Σab = ΣT

ba , we can
find that the above equals

N (ya |0,Σaa)
1p|2π∆a |

exp

(
−1

2

(
yb −ΣbaΣ

−1
aa ya

)T
∆−1

a

(
yb −ΣbaΣ

−1
aa ya

))
. (A.84)

And if we then substitute the y parameters back to x −µ (with the corresponding sub-
script), and also fill in ∆a , then we wind up with

N (xa |µa ,Σaa)N
(
xb |µb +ΣbaΣ

−1
aa

(
xa −µa

)
,Σbb −ΣbaΣ

−1
aaΣab

)
. (A.85)

This proves the first half of (A.81). The second half is proven identically, but then by using
the Schur complements of Σbb instead of that of Σaa .
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It is also possible to integrate over Gaussian exponential functions. We should first
note here that∫

X
N (x |µ,Σ)d x =

∫
X

1p|2πΣ| exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
d x = 1, (A.86)

because the above function is a probability density function. (Also see Section B.4.1.)
But what happens when we integrate over only a part of the vector x? That is explained
by the following theorem.

Theorem A.16. The joint Gaussian exponential function satisfies the integral∫
Xb

N

([
xa

xb

]∣∣∣∣[µa

µb

]
,

[
Σaa Σab

Σba Σbb

])
d xb =N

(
xa |µa ,Σaa

)
. (A.87)

Proof. If we use Theorem A.15, then we can immediately find that the above integral
equals∫

Xb

N (xa |µa ,Σaa)N
(
xb |µb +ΣbaΣ

−1
aa

(
xa −µa

)
,Σbb −ΣbaΣ

−1
aaΣab

)
d xb . (A.88)

The first term within this integral does not depend on xb . It is hence a constant and can
be taken out of the integral. We then remain with

N (xa |µa ,Σaa)
∫

Xb

N
(
xb |µb +ΣbaΣ

−1
aa

(
xa −µa

)
,Σbb −ΣbaΣ

−1
aaΣab

)
d xb . (A.89)

According to (A.86) this integral equals one, irrespective of the value of xa . This therefore
completes the proof.

A.3.4. OTHER GAUSSIAN EXPONENTIAL RELATIONS
There are many more products, integrals and such of Gaussian exponentials which could
be useful. In fact, we need the solutions to a few of them in the main text, and those
solutions are derived here.

We start by examining the product of two Gaussian exponential functions, where one
of them does not have x as its main parameter.

Theorem A.17. For known parameters a, b, Σa , µx and Σx , it holds that

N
(
a|bT x ,Σa

)
N

(
x |µx ,Σx

)= 1p|2πΣa ||2πΣx |
exp

(
−1

2

(
x −µ)T

Σ−1 (
x −µ))

(A.90)

exp

(
−1

2

(
aΣ−1

a a +µx
TΣ−1

x µx −µTΣµ
))

,

where we have defined

Σ= (
bΣ−1

a bT +Σ−1
x

)−1
, (A.91)

µ=Σ(
bΣ−1

a a +Σ−1
x µx

)=µx +ΣbΣ−1
a

(
a −bTµx

)
. (A.92)
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Proof. Expanding the Gaussian exponentials gives us

N
(
a|bT x ,Σa

)
N

(
x |µx ,Σx

)= 1p|2πΣa ||2πΣx |
exp

(
−1

2

(
a −bT x

)T
Σ−1

a

(
a −bT x

))
exp

(
−1

2

(
x −µx

)T
Σx

(
x −µx

))
. (A.93)

Our main focus will be on the exponentials. Currently, we can write them as

exp

(
−1

2

(
aΣ−1

a a −aΣ−1
a bT x −xT bΣ−1

a a +xT bΣ−1
a bT x (A.94)

+xTΣ−1
x x −xTΣ−1

x µx −µx
TΣ−1

x x +µx
TΣ−1

x µx
))

.

We would like to write them as

exp

(
−1

2

(
x −µ)T

Σ−1 (
x −µ)+ remaining terms

)
(A.95)

= exp

(
−1

2

(
xTΣ−1x −xTΣ−1µ−µTΣ−1x +µTΣ−1µ

)+ remaining terms

)
.

This tells us that we should use Σ−1 = bΣ−1
a bT +Σ−1

x . It follows that

xTΣ−1µ= xT (
bΣ−1

a a +Σ−1
x µx

)
, (A.96)

which gives us our first relation for µ. We can prove that the second relation for µ also
holds through

µ=Σ(
bΣ−1

a a +Σ−1
x µx

)
(A.97)

=Σ(
bΣ−1

a a −bΣ−1
a bTµx +bΣ−1

a bTµx +Σ−1
x µx

)
=Σ(

bΣ−1
a

(
a −bTµx

)+Σ−1µx
)

=µx +ΣbΣ−1
a

(
a −bTµx

)
.

Bringing all the remaining terms (the ones without x) together in one final exponential
will complete the proof.

It may also happen that we need to integrate over the product over a Gaussian expo-
nential and a Gaussian exponential function. Let’s see what that results in.

Theorem A.18. For known parameters xa ,Λ, µ and Σ, it holds that∫
X

exp

(
−1

2
(x −xa )T Λ−1 (x −xa )

)
N

(
x |µ,Σ

)
d x (A.98)

=
√

|Λ|
|Λ+Σ| exp

(
−1

2

(
xa −µ)T

(Λ+Σ)−1 (
xa −µ))

.
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Proof. We will prove this using Theorem A.12. This theorem allows us to rewrite expo-
nents such that one of them does not depend on x anymore. Specifically, it tells us that∫

X
exp

(
−1

2
(x −xa )T Λ−1 (x −xa )

)
N

(
x |µ,Σ

)
d x (A.99)

=
∫

X

1p|2πΣ| exp

(
−1

2
(x −xa )T Λ−1 (x −xa )

)
exp

(
−1

2

(
x −µ)T

Σ−1 (
x −µ))

d x

=
∫

X

1p|2πΣ| exp

(
−1

2

(
xa −µ)T

(Λ+Σ)−1 (
xa −µ))

exp

(
−1

2

(
x −µ′)T (

Λ−1 +Σ−1)(x −µ′)) d x ,

where we have defined the totally irrelevant parameter µ′ as

µ′ = (
Λ−1 +Σ−1)−1 (

Λ−1xa +Σ−1µ
)

. (A.100)

In our integral, the first exponent does not depend on x anymore, so we can pull it out.
That leaves us with the second integral. Because the integral over a Gaussian exponential
equals one, as explained by (A.86), we know that∫

X
exp

(
−1

2

(
x −µ′)T (

Λ−1 +Σ−1)(x −µ′)) d x =
√
|2π(

Λ−1 +Σ−1
)−1 | (A.101)

=
√
|2πΣ (Λ+Σ)−1Λ|

=
√

|2πΣ||Λ|
|Λ+Σ| .

By using this result, we directly wind up with (A.98).

The next two theorems look at integrals over three Gaussian exponentials.

Theorem A.19. For known parameters xa , xb , Λ, µ and Σ, if we define x̄ ≡ 1
2 (xa +xb ),

then it holds that∫
X

exp

(
−1

2
(x −xa )T Λ−1 (x −xa )

)
exp

(
−1

2
(x −xb )T Λ−1 (x −xb )

)
N

(
x |µ,Σ

)
d x (A.102)

=
√

|Λ|
|Λ+2Σ| exp

(
−1

2
(xa −xb )T (2Λ)−1 (xa −xb )

)
exp

(
−1

2

(
x̄ −µ)T

(
1

2
Λ+Σ

)−1 (
x̄ −µ))

.

Proof. We will prove this using Theorem A.12. This theorem allows us to rewrite the
three matrix exponentials that all depend on x into three matrix exponentials of which
only one depends on x .

First we rewrite the product of the first two exponentials. This equals

exp

(
−1

2
(x −xa )T Λ−1 (x −xa )

)
exp

(
−1

2
(x −xb )T Λ−1 (x −xb )

)
(A.103)

= exp

(
−1

2
(xa −xb )T (2Λ)−1 (xa −xb )

)
exp

(
−1

2
(x − x̄)T (

2Λ−1) (x − x̄)

)
.
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Note that the matrix inverse in the two above exponents is different. While the first be-

comes (2Λ)−1, the second becomes
(
2Λ−1

) = ( 1
2Λ

)−1
. The first of the two above expo-

nentials does not depend on x , so we can pull it out of the integral. We combine the
second exponential with N

(
x |µ,Σ

)
, again using Theorem A.12. It becomes

exp

(
−1

2
(x − x̄)T (

2Λ−1) (x − x̄)

)
N

(
x |µ,Σ

)
(A.104)

= exp

(
−1

2
(x − x̄)T

(
1

2
Λ

)−1

(x − x̄)

)
1p|2πΣ| exp

(
−1

2

(
x −µ)T

Σ−1 (
x −µ))

= 1p|2πΣ| exp

(
−1

2

(
x̄ −µ)T

(
1

2
Λ+Σ

)−1 (
x̄ −µ))

exp

(
−1

2

(
x − µ̄)T

((
1

2
Λ

)−1

+Σ−1
)(

x − µ̄))
,

where the value of µ̄ is totally irrelevant. Though if you’re interested, it equals

µ̄=
((

1

2
Λ

)−1

+Σ−1
)−1 ((

1

2
Λ

)−1

x̄ +Σ−1µ

)
. (A.105)

The most important realization here is that only the latter exponential depends on x ,
and hence we can evaluate the integral. Using (A.86), we can find that

∫
X

exp

(
−1

2

(
x − µ̄)T

((
1

2
Λ

)−1

+Σ−1
)(

x − µ̄))
d x =

√√√√∣∣∣∣∣2π
((

1

2
Λ

)−1

+Σ−1

)−1∣∣∣∣∣, (A.106)

which can be rewritten to√√√√∣∣∣∣∣2π
((

1

2
Λ

)−1

+Σ−1

)−1∣∣∣∣∣=
√∣∣∣∣2π(

1

2
Λ

)(
1

2
Λ+Σ

)−1

Σ

∣∣∣∣=
√√√√∣∣ 1

2Λ
∣∣ |2πΣ|∣∣ 1

2Λ+Σ∣∣ . (A.107)

Note that, because the matrices Σ andΛ are of equal size, we could have put the term 2π
in any determinant in the above expression. Though if we would have pulled 2π out of
the determinant, we would have had to write (2π)dx , with dx the dimension of the vector
x .

If we now put all the results that we have obtained together, we directly find (A.102).

Theorem A.20. For known parametersΛ, µa , Σa , µb and Σb , it holds that∫
X

∫
X

exp

(
−1

2
(xa −xb )T Λ−1 (xa −xb )

)
N

(
xa |µa ,Σa

)
N

(
xb |µb ,Σb

)
d xb d xa (A.108)

=
√

|Λ|
|Λ+Σa +Σb |

exp

(
−1

2

(
µa −µb

)T
(Λ+Σa +Σb)−1 (

µa −µb
))

.

Proof. We will once more prove this with the help of Theorem A.12. If we expand the
Gaussian exponential terms in the double integral, we can write the double integral as∫

X

∫
X

1√|2πΣa ||2πΣb |
exp

(
−1

2
(xa −xb )T Λ−1 (xa −xb )

)
(A.109)

exp

(
−1

2

(
xa −µa

)T
Σ−1

a

(
xa −µa

))
exp

(
−1

2

(
xb −µb

)T
Σ−1

b

(
xb −µb

))
d xb d xa .



A.4. LYAPUNOV EQUATIONS

A

223

There are now two exponentials containing xa and two exponentials containing xb . To
start, we want only one exponential to contain xb . To accomplish this, we will merge the
first and third exponential through Theorem A.12. This results in

exp

(
−1

2
(xb −xa )T Λ−1 (xb −xa )

)
exp

(
−1

2

(
xb −µb

)T
Σ−1

b

(
xb −µb

))
(A.110)

= exp

(
−1

2

(
xa −µb

)T
(Λ+Σb)−1 (

xa −µb
))

exp

(
−1

2

(
xb −µ)T (

Λ−1 +Σ−1
b

)(
xb −µ))

,

where we have defined the irrelevant parameter µ as
(
Λ−1 +Σ−1

b

)−1 (
Λ−1xa +Σ−1

b µb
)
.

Note that only the last exponential now depends on xb , which means we can integrate it
over xb . We find through (A.86) that∫

X
exp

(
−1

2

(
xb −µ)T (

Λ−1 +Σ−1
b

)(
xb −µ))

d xb =
√
|2π(

Λ−1 +Σ−1
b

)−1 | (A.111)

=
√

|2πΣb ||Λ|
|Λ+Σb |

.

We are left with the second exponential from (A.109) and the first exponential from the
result of (A.110). If we merge these together too, we find

exp

(
−1

2

(
xa −µa

)T
Σ−1

a

(
xa −µa

))
exp

(
−1

2

(
xa −µb

)T
(Λ+Σb)−1 (

xa −µb
))

(A.112)

= exp

(
−1

2

(
µa −µb

)T
(Λ+Σa +Σb)−1 (

µa −µb
))

exp

(
−1

2

(
xa −µ′)T (

(Λ+Σb)−1 +Σ−1
a

)(
xa −µ′)) ,

whereµ′ is again a totally irrelevant parameter which I will not even bother defining this
time. The more important part is that the last exponential from the above expression is
the only one depending on xa , so we can integrate over xa . That will turn this exponen-
tial into∫

X
exp

(
−1

2

(
xa −µ′)T (

(Λ+Σb)−1 +Σ−1
a

)(
xa −µ′)) d xa =

√
|2πΣa ||Λ+Σb |
|Λ+Σa +Σb |

. (A.113)

If we now put all our results together, then we directly find (A.108).

A.4. LYAPUNOV EQUATIONS
A Lyapunov equation is a matrix equation of the form AX + X AT +Q = 0. Its solution X
can be found analytically (through a process similar to matrix sweeping) and this solu-
tion can be useful for a variety of applications. The solutions to Lyapunov equations also
have interesting properties. In this section we look at various such properties.

There is a lot of literature available on solving Lyapunov equations. Methods to find
when a Lyapunov equation has a unique solution, as well as methods to find this unique
solution, are mentioned in a variety of publications, among which those by Bartels and
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Stewart (1972), Antoulas (2005). On the flip side, there is no literature available, as far as
I know, that specifically looks at the properties of the resulting solutions, apart from my
own publication Bijl et al. (2016). So that is what this chapter is mainly about.

We start this section off by looking at notations and definitions (Section A.4.1). Then
we examine when a Lyapunov equation has a unique solution and how to find it (Sec-
tion A.4.2). Afterwards, we look at some basic properties of Lyapunov solutions (Sec-
tion A.4.3) as well as how sums and products of Lyapunov solutions work (Section A.4.4).
Finally we challenge ourselves with a few difficult integrals which can also be solved us-
ing Lyapunov solutions (Section A.4.5).

A.4.1. NOTATIONS AND DEFINITIONS

Before we start, we should get our notations and definitions in order. These notations
and definitions may seem haphazard at first, but we will use every one of them.

We start with matrix terminology. Consider a square matrix A with its eigenvalues
written as λ1, . . . ,λn . This matrix may satisfy certain properties.

• A is called stable (or Hurwitz) if and only if it has no eigenvalue λi with a real part
equal to or larger than zero.

• A is called Sylvester if and only if it has no two eigenvalues λi and λ j (with possibly
i = j ) satisfying λi =−λ j .

• A is called invertible if and only if it has no eigenvalue λi equal to zero.

While the first and third concepts are well-known in literature, the second one is new,
first posed by Bijl et al. (2016). It will prove crucial when dealing with Lyapunov solu-
tions though, as you will see at Theorem A.23. Also note that a stable matrix is always
a Sylvester matrix, and a Sylvester matrix is always invertible, but the converse does not
always hold.

Next, let’s define some notation conventions. We define the Lyapunov solution1 X Q

to be the solution of the Lyapunov equation

AX Q +X Q AT +Q ≡ 0, (A.114)

where A is known as the multiplication matrix and Q as the Lyapunov constant. They
both have to be square matrices of the appropriate size. So in our notation X Q we ex-
plicitly mention which Lyapunov constant we have used. The fact that the multiplication
matrix A was used is assumed default and is hence not included in the notation.

In a similar way do we define the alternate Lyapunov solution X̄ Q as the solution of
the alternate Lyapunov equation

AT X̄ Q + X̄ Q A+Q ≡ 0. (A.115)

Note that we have transposed A here.

1In this thesis we only work with the continuous Lyapunov equation AX +X AT +Q = 0. We do not consider the
discrete Lyapunov equation AX AT −X +Q = 0. Additionally, we do not consider complex-valued matrices. As
a result, we can take the regular transpose AT of matrices instead of the conjugate transpose AH .
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Instead of A, we may sometimes also use a different matrix B . If we are not using A
within the Lyapunov equation, we specifically mention we are using B through a sub-
script. We hence have

B X Q
B +X Q

B B T +Q ≡ 0. (A.116)

We sometimes also use a matrix Aα, which is defined as Aα ≡ A +αI for some scalar
α. Similarly, we define Akα ≡ A + kαI , where k is often an integer. We can write the
corresponding Lyapunov solution as X Q

Akα
. However, we often shorten this notation to

X Q
kα. So we per definition have

AkαX Q
kα+X Q

kαAT
kα+Q ≡ 0 (A.117)

and similarly for X̄ Q
kα. Note that A0 = A and as a result also X Q

0 = X Q . Also note that,
though we have defined Aα = A +αI , we do not have Xα = X +αI . The notation only
holds for A.

Lyapunov solutions may also stack. As a result, X X Q
is the solution of the equation

AX X Q +X X Q
AT +X Q ≡ 0. (A.118)

So effectively X X Q
equals X

(
X Q )

.
Next, let’s look at a few integrals. We define the time-dependent parameters X Q

kα(t1, t2)

and X̄ Q
kα(t1, t2) as the respective integrals

X Q
kα(t1, t2) ≡

∫ t2

t1

e Akαt Qe AT
kαt d t , (A.119)

X̄ Q
kα(t1, t2) ≡

∫ t2

t1

e AT
kαt Qe Akαt d t . (A.120)

This notation may seem strange at first, but it will make sense later on at Theorem A.26.
Additionally, we often have t1 = 0. In that case we define the shorter notation X Q

kα(t ) ≡
X Q

kα(0, t ).

Finally, we define X̃ Q
kα(t ) as the integral

X̃ Q
kα(t ) ≡

∫ t

0
e Akα(t−s)Qe As d s = e−nαt

∫ t

0
e A(k+n)α(t−s)Qe Anαs d s, (A.121)

where the last parts holds for any n. Again we write X̃ Q
0 (t ) as X̃ Q (t ), omitting any zero

subscript.

A.4.2. FINDING THE LYAPUNOV SOLUTION
Before we look at how to solve the Lyapunov equation, we first look at a more general
case: how to solve the Sylvester equation

AX +X B =C . (A.122)

In particular, we start by looking at when this equation has a unique solution.
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Theorem A.21. The Sylvester equation (A.122) has a unique solution if and only if A and
−B do not have any common eigenvalues.

Proof. The proof of this can be found in the work of Bartels and Stewart (1972), Antoulas
(2005). It requires a few relatively advanced mathematical techniques, which I do not
want to study in-depth here, so you either have to trust me or look up the references.

The next question is, ‘If there is a unique solution, how do we find it?’

Theorem A.22. If the Sylvester equation (A.122) has a unique solution X , then this solu-
tion can be found through

vec(X ) = (
I ⊗ A+B T ⊗ I

)−1
vec(C ). (A.123)

Proof. Using Theorem A.4 we can rewrite the Sylvester equation to(
I ⊗ A+B T ⊗ I

)
vec(X ) = vec(C ). (A.124)

We have assumed that there is a unique solution for X . This is only the case when the
above matrix

(
I ⊗ A+B T ⊗ I

)
is invertible. As such, left-multiplying the above by the in-

verse of this matrix results in (A.123).

Now we know how to solve the Sylvester equation, we can use our results to solve the
Lyapunov equation.

Theorem A.23. The Lyapunov equation (A.114) has a unique solution X Q if and only if
the matrix A is Sylvester. In this case the solution can be found through

vec(X Q ) = (I ⊗ A+ A⊗ I )−1 vec(Q). (A.125)

Proof. To prove the first claim, we will apply Theorem A.21 with B = AT . It follows that
the Lyapunov equation has a unique solution if and only if A and −AT do not have any
common eigenvalues.

Let’s denote the eigenvalues of A by λ1, . . . ,λn . The eigenvalues of −AT now equal
−λ1, . . . ,−λn . After all, transposing a (square) matrix does not alter its eigenvalues, and
if λ is an eigenvalue of A, then −λ is an eigenvalue of −A. We can hence see that A and
−AT have a common eigenvalue if and only if A has two eigenvalues λi and λ j (with
possibly i = j ) which satisfy λi =−λ j . This is (per definition) the case if and only if A is
Sylvester. So we can conclude that the Lyapunov equation has a unique solution if and
only if A is Sylvester.

That proves the first claim of the theorem. To prove (A.125) we can apply Theo-
rem A.22 with again B = AT . This directly completes the proof.

A.4.3. BASIC PROPERTIES OF LYAPUNOV SOLUTIONS
Lyapunov solutions have many interesting properties. The following theorems will out-
line the most important ones. They all concern the Lyapunov solutions X Q and not the
alternate Lyapunov solutions X̄ Q . However, all theorems also hold for the alternate Lya-
punov solutions if we replace A by AT .

We start off by looking at when Lyapunov solutions are symmetric.
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Theorem A.24. Assume that A is Sylvester. The Lyapunov solution X Q is symmetric if and
only if Q is symmetric.

Proof. We know from Theorem A.23 that X Q is the unique solution of the Lyapunov
equation

AX Q +X Q AT +Q = 0. (A.126)

If we transpose this equation, then we get

A(X Q )T + (X Q )T AT +QT = 0. (A.127)

Subtracting the two equations results in

A
(
X Q − (X Q )T )+ (

X Q − (X Q )T )
AT + (

Q −QT )= 0. (A.128)

This equation is actually a new Lyapunov equation. Because the multiplication matrix A
is Sylvester, there is a unique solution for

(
X Q − (X Q )T

)
(Theorem A.23). If Q is symmet-

ric, then Q −QT = 0 and this unique solution must equal X Q − (X Q )T = 0, implying that
X Q is symmetric. Similarly, if X Q is symmetric, then X Q − (X Q )T = 0 and we must also
have Q−QT = 0, meaning that Q is symmetric. This proves both sides of the theorem.

We know that if A is Sylvester, then there is a unique solution for X Q . But what hap-
pens when A is stable?

Theorem A.25. Assume that A is stable. Then the unique solution of the Lyapunov equa-
tion (A.114) equals the infinite integral

X Q =
∫ ∞

0
e At Qe AT t d t . (A.129)

Proof. Note that, because A is stable, it is also Sylvester, proving that there is a unique
solution X Q of the Lyapunov equation (Theorem A.23).

Next, we prove that X Q equals the infinite integral. Because A is stable, we know that

lim
t→∞e At = 0. (A.130)

As a result, we can write Q as

Q =−
[

e At Qe AT t
]∞

0
(A.131)

=−
∫ ∞

0

d

d t

(
e At Qe AT t

)
d t

=−
∫ ∞

0

(
Ae At Qe AT t +e At Qe AT t AT

)
d t

=−A

(∫ ∞

0
e At Qe AT t d t

)
−

(∫ ∞

0
e At Qe AT t d t

)
AT .

We see that the equation above is a Lyapunov equation, with the quantity within brackets
as the solution. Because the solution exists, is unique and equals X Q , the quantity within
brackets must equal X Q . So we see that (A.129) indeed holds.
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The nice part about the above theorem is that, if we want to find the infinite inte-
gral (A.129), we only have to solve a Lyapunov equation and not numerically simulate an
infinite integral. That will save a lot of computations.

Basically, the above theorem says that X Q (0,∞) = X Q when A is stable. You should
be careful with using this relation, because it does not hold when A is not stable. After
all, in this case the integral from (A.129) will not have a finite value, even though there
will still be a unique finite solution for X Q . For example, consider A = 1 and Q = 2. Now
X Q =−1, but the integral is infinite.

To prevent the integral from becoming infinitely large, we can give it finite bounds.
It is now per definition A.119 equal to X Q (t1, t2). This definition also holds for non-
Sylvester matrices A, but when A is Sylvester we can calculate X Q (t1, t2) using the fol-
lowing Theorem.

Theorem A.26. Assume that A is Sylvester. In this case X Q (t1, t2), defined through (A.119),
can either be found by solving the Lyapunov equation

AX Q (t1, t2)+X Q (t1, t2)AT +e At1Qe AT t1 −e At2Qe AT t2 = 0. (A.132)

or by first finding X Q and then using

X Q (t1, t2) = e At1 X Q e AT t1 −e At2 X Q e AT t2 . (A.133)

Proof. This theorem consists of two parts. To prove the first part, we consider the quan-

tity e At1Qe AT t1 −e At2Qe AT t2 . It equals

e At1Qe AT t1 −e At2Qe AT t2 =−
[

e At Qe AT t
]t2

t1
(A.134)

=−
∫ t2

t1

d

d t

(
e At Qe AT t

)
d t

=−A

(∫ t2

t1

e At Qe AT t d t

)
−

(∫ t2

t1

e At Qe AT t d t

)
AT

=−AX Q (t1, t2)−X Q (t1, t2)AT .

This shows that X Q (t1, t2) indeed satisfies Lyapunov equation (A.132), proving the first
part of the theorem.

To prove the second part too, we make use of the expression AX Q + X Q AT +Q = 0
and of the matrix property e At A = Ae At . This allows us to find

e At1Qe AT t1 −e At2Qe AT t2 =−e At1 (AX Q +X Q AT )e AT t1 +e At2 (AX Q +X Q AT )e AT t2

=−e At1 AX Q e AT t1 −e At1 X Q AT e AT t1 +e At2 AX Q e AT t2 +e At2 X Q AT e AT t2 (A.135)

=−Ae At1 X Q e AT t1 −e At1 X Q e AT t1 AT + Ae At2 X Q e AT t2 +e At2 X Q e AT t2 AT

=−A(e At1 X Q e AT t1 −e At2 X Q e AT t2 )− (e At1 X Q e AT t1 −e At2 X Q e AT t2 )AT .

The above expression is actually Lyapunov equation (A.132), in which the part between
brackets is replaced by X Q (t1, t2). Because A is Sylvester, the Lyapunov equation has a
unique solution, and hence (A.133) must hold. This also proves the second part of the
theorem.
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It is interesting to note that, for stable matrices A and for t1 = 0 and t2 →∞, the above
Theorem A.26 directly implies Theorem A.25.

By the way, you might have noticed something odd about our definitions of X Q and
X Q (t1, t2). For Sylvester matrices A, we have defined X Q as the solution to a Lyapunov
equation, which in special cases (A being stable) also happened to equal an integral over
matrix exponentials. However, for any matrix A we have defined X Q (t1, t2) as an integral
over matrix exponentials, which in special cases (A being Sylvester) also happened to
equal the solution to a Lyapunov equation. By setting up the definitions in this way, we
have made them as broadly applicable as possible.

A.4.4. COMBINATIONS OF LYAPUNOV SOLUTIONS

Suppose we have two Lyapunov solutions X Q and X V . Is their sum then also a Lyapunov
solution? And what about linear products of Lyapunov solutions?

Theorem A.27. Assume that A is Sylvester. For any Q and V we then have

X Q+V = X Q +X V . (A.136)

Proof. To prove this claim, we note that we per definition have

AX Q +X Q AT +Q = 0, (A.137)

AX V +X V AT +V = 0. (A.138)

If we add up these expressions, we find that

A(X Q +X V )+ (X Q +X V )AT +Q +V = 0. (A.139)

This is a Lyapunov expression with respect to the part between brackets. Because it has
a unique solution (Theorem A.23), the part between brackets must equal the solution
X Q+V of the Lyapunov equation and hence we have X Q+V = X Q +X V .

Theorem A.28. Assume that A is Sylvester. If the matrices A and C commute (that is,
C A = AC ) then

X CQ =C X Q . (A.140)

Proof. To prove this, we left-multiply the Lyapunov equation by C . This gives us

C AX Q +C X Q AT +CQ = 0. (A.141)

If we now apply the assumption that C A = AC , this becomes

A(C X Q )+ (C X Q )AT +CQ = 0. (A.142)

This is a Lyapunov expression again. As a result, the part between brackets equals X CQ =
C X Q .

When a Lyapunov solution is inside a trace function, it is sometimes possible to
transform one Lyapunov solution into another.
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Theorem A.29. Assume that A is Sylvester. For matrices F and G satisfying AF = F A and
AT G =G AT , and for any Q and V , we have

tr
(
QF X V G

)= tr
(
X̄ Q FV G

)
. (A.143)

Proof. We can prove the above by rewriting one into the other. That is,

tr
(
QF X V G

)= tr
(
(−AT X̄ Q − X̄ Q A)F X V G

)
(A.144)

= tr
(
(−AT X̄ Q F X V G − X̄ Q AF X V G)

)
= tr

(
(−G X̄ Q F X V AT −G X̄ Q F AX V )

)
= tr

(
G X̄ Q F (−X V AT − AX V )

)
= tr

(
X̄ Q FV G

)
.

This proves the statement. Do note that we have used the cyclic property tr(ABC ) =
tr(C AB) = tr(BC A) of the trace function at various points in the above derivation. The
theorem does not hold without the trace function.

When applying the above theorem, typical values for F are I , e At and e Aαt , while
often G = F T .

Next to turning one Lyapunov solution into another, we can sometimes also turn a
difference in Lyapunov solutions into a Lyapunov solution.

Theorem A.30. Assume that both A and Aα are Sylvester. The Lyapunov solutions X Q ,

X Q
α , X X Q

α and X X Q
α now satisfy

X X Q

α = X X Q
α = X Q

α −X Q

2α
. (A.145)

Proof. Per definition we have

(A+αI )X Q
α +X Q

α (A+αI )T +Q = 0, (A.146)

AX Q +X Q AT +Q = 0. (A.147)

By subtracting the two equations, and by using Aα = A +αI , we can get either of two
results

A(X Q
α −X Q )+ (X Q

α −X Q )AT +2αX Q
α = 0, (A.148)

Aα(X Q
α −X Q )+ (X Q

α −X Q )AT
α +2αX Q = 0. (A.149)

Next, we divide the above equations by 2α, resulting in

A

(
X Q
α −X Q

2α

)
+

(
X Q
α −X Q

2α

)
AT +X Q

α = 0, (A.150)

Aα

(
X Q
α −X Q

2α

)
+

(
X Q
α −X Q

2α

)
AT
α +X Q = 0. (A.151)
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These are Lyapunov equations with respect to the term in brackets. Because A and Aα

are Sylvester, they must have a unique solution, which equals

X X Q
α = X Q

α −X Q

2α
= X X Q

α . (A.152)

This completes the proof.

A.4.5. MORE INTEGRAL EXPRESSIONS

We know from Theorem A.25 that, for stable A, we can also write X Q as an infinite inte-
gral. Next, we will add an extra time factor t inside this integral. The following theorem
tells us what this will do with the outcome.

Theorem A.31. Assume that A is stable. Now we have

X X Q =
∫ ∞

0
te At X Q e AT t d t . (A.153)

Proof. According to definition (A.118) and Theorem A.25 we can write

X X Q =
∫ ∞

0
e At X Q e AT t d t =

∫ ∞

0
e At

(∫ ∞

0
e AτQe AT τdτ

)
e AT t d t . (A.154)

We can pull the integral signs outside, merging the integrands. This gives us

X X Q =
∫ ∞

0

∫ ∞

0
e A(t+τ)Qe AT (t+τ) dτd t . (A.155)

We can substitute τ for s − t . This turns dτ into d s, and because τ ranged from 0 to ∞,
we have s ranging from t to ∞. This turns the above equation into

X X Q =
∫ ∞

0

∫ ∞

t
e AsQe AT s d s d t . (A.156)

Next, we interchange the integrals. When doing so, we should keep the integration area
the same. The integration area, when plotted in the s-t-plane, is the triangle bound by
0 ≤ t ≤ s. When taking into account this inequality, we can rewrite the above to

X X Q =
∫ ∞

0

∫ s

0
e AsQe AT s d t d s. (A.157)

The inner integral is now with respect to t , but there is no t in the integrand. As a result,
we can write

X X Q =
∫ ∞

0

(∫ s

0
1d t

)
e AsQe AT s d s (A.158)

=
∫ ∞

0
se AsQe AT s d s.

This equals what we wanted to prove.
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Let’s challenge ourselves a bit more. Let’s consider what happens when we integrate
over four matrix exponents.

Theorem A.32. Assume that A is stable, and that P1, P2 and Q are symmetric. We then
have

tr

(∫ ∞

0
P1e At Qe AT t P2e At X Q e AT t d t

)
= 1

2
tr

(
P1X Q P2X Q)

. (A.159)

Proof. We will start with the right hand side of the expression. It equals

1

2
tr

(
P1X Q P2X Q)= 1

2
tr

(
P1

(∫ ∞

0
e At Qe AT t d t

)
P2

(∫ ∞

0
e AsQe AT s d s

))
(A.160)

= 1

2
tr

(∫ ∞

0

∫ ∞

0
P1e At Qe AT t P2e AsQe AT s d s d t

)
.

The above integrand is symmetric in t and s. That is, if we interchange t and s, it has
exactly the same value. To see why, transpose whatever is in the trace function. This is
allowed, since the trace of a matrix is equal to the trace of its transpose. After transposing,
you will find exactly the same expression.

Because the integrand is symmetric in t and s, we don’t have to integrate over all
values of t ≥ 0 and s ≥ 0. If we integrate over t ≥ 0 and s ≥ t , then we get exactly half of
what we otherwise would have gotten. Hence, we can rewrite the above to

1

2
tr

(
P1X Q P2X Q)= tr

(∫ ∞

0

∫ ∞

t
P1e At Qe AT t P2e AsQe AT s d s d t

)
. (A.161)

If we work this out further, substituting s by τ+ t , we get

1

2
tr

(
P1X Q P2X Q)= tr

(∫ ∞

0
P1e At Qe AT t P2

(∫ ∞

t
e AsQe AT s d s

)
d t

)
(A.162)

= tr

(∫ ∞

0
P1e At Qe AT t P2

(
e At

∫ ∞

0
e AτQe AT τdτe AT t

)
d t

)
= tr

(∫ ∞

0
P1e At Qe AT t P2e At X Q e AT t d t

)
.

And this was what we wanted to prove.

We have a similar theorem in case the integral does not run to infinity, but to a finite
time T .

Theorem A.33. Assume that A is Sylvester, and that P1, P2 and Q are symmetric. Then we
have

tr

(∫ T

0
P1e At Qe AT t P2e At X Q e AT t d t

)
= 1

2
tr

(
P1X Q P2X Q)

(A.163)

− 1

2
tr

(
P1e AT X Q e AT T P2e AT X Q e AT T

)
.
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Proof. We cannot use the results of Theorem A.32, because now we have assumed A to
be Sylvester instead of stable. Instead, we will make repeated use of theorem A.26. First,
we will use

X Q =
∫ T

0
e AsQe AT s d s +e AT X Q e AT T . (A.164)

If we apply this to the term tr
(
P1X Q P2X Q

)
and expand the brackets, then we find that

1

2
tr

(
P1X Q P2X Q)

(A.165)

= 1

2
tr

(
P1

(∫ T

0
e AsQe AT s d s +e AT X Q e AT T

)
P2

(∫ T

0
e AsQe AT s d s +e AT X Q e AT T

))
= 1

2
tr

(∫ T

0

∫ T

0
P1e As1Qe AT s1 P2e As2Qe AT s2 d s1 d s2

)
+ 1

2
tr

(∫ T

0
P1e AsQe AT s P2e AT X Q e AT T d s

)
+ 1

2
tr

(∫ T

0
P1e AT X Q e AT T P2e AsQe AT s d s

)
+ 1

2
tr

(
P1e AT X Q e AT T P2e AT X Q e AT T

)
.

In the result, the second and third term are in fact equal. Whatever is in the trace function
is simply transposed. So we can merge them into one term and get rid of the factor 1

2 . In
addition the integrand of the first term is symmetric in s1 and s2, so we can get rid of the
factor 1

2 by simply integrating over half of the integration area. The result will be

1

2
tr

(
P1X Q P2X Q)= tr

(∫ T

0

∫ T

s2

P1e As1Qe AT s1 P2e As2Qe AT s2 d s1 d s2

)
(A.166)

+ tr

(∫ T

0
P1e AT X Q e AT T P2e AsQe AT s d s

)
+ 1

2
tr

(
P1e AT X Q e AT T P2e AT X Q e AT T

)
.

Theorem A.26 now also tells us that∫ T

s2

e As1Qe AT s1 d s1 = e As2 X Q e AT s2 −e AT X Q e AT T . (A.167)

If we apply this, we find that

1

2
tr

(
P1X Q P2X Q)= tr

(∫ T

0
P1

(
e As2 X Q e AT s2 −e AT X Q e AT T

)
P2e As2Qe AT s2 d s2

)
(A.168)

+ tr

(∫ T

0
P1e AT X Q e AT T P2e AsQe AT s d s

)
+ 1

2
tr

(
P1e AT X Q e AT T P2e AT X Q e AT T

)
.

Expanding the brackets will result in some terms cancelling out. We then wind up with

1

2
tr

(
P1X Q P2X Q)= tr

(∫ T

0
P1e AsQe AT s P2e As X Q e AT s d s

)
(A.169)

+ 1

2
tr

(
P1e AT X Q e AT T P2e AT X Q e AT T

)
,

and this is the equation which we needed to prove.

It is interesting to note that Theorem A.33 does directly turn into Theorem A.32 when
A is stable and T →∞.
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A.5. USING MATRIX EXPONENTIALS TO SOLVE INTEGRALS
We just saw that we can use Lyapunov solutions to solve certain matrix integrals. It is
also possible to solve such integrals using matrix exponentials, effectively resulting in
another way of finding Lyapunov solutions.

This interesting method was first outlined by van Loan (1978). We will repeat the
theorems from this reference, though discussed in a more step by step fashion (Sec-
tion A.5.1). Then we apply these theorems to solve Lyapunov equations (Section A.5.2).
Finally we compare this new method to our previous method of finding Lyapunov solu-
tions and set up a small experiment to find out which one works best (Section A.5.3).

A.5.1. INTEGRALS WITHIN MATRIX EXPONENTIALS
It turns out that within matrix exponentials there are also matrix integrals. How this
works is explained by the upcoming theorem.

Theorem A.34. If we define

C =
[

A1 B1

0 A2

]
, (A.170)

and write eC t as

eC t ≡
[

C e
11(t ) C e

12(t )
C e

21(t ) C e
22(t )

]
, (A.171)

then we have

C e
21(t ) =0, (A.172)

C e
22(t ) =e A2t , (A.173)

C e
11(t ) =e A1t , (A.174)

C e
12(t ) =

∫ t

0
e A1(t−s)B1e A2s d s. (A.175)

Proof. The key to proving this is to use the relation d
d t eC t =CeC t . That is[

Ċ e
11(t ) Ċ e

12(t )
Ċ e

21(t ) Ċ e
22(t )

]
=

[
A1 B1

0 A2

][
C e

11(t ) C e
12(t )

C e
21(t ) C e

22(t )

]
. (A.176)

We can now use the above relation to find several matrix differential equations. Starting
with the bottom row and working upward, we have

Ċ e
21(t ) =A2C e

21(t ), (A.177)

Ċ e
22(t ) =A2C e

22(t ), (A.178)

Ċ e
11(t ) =A1C e

11(t )+B1C e
21(t ), (A.179)

Ċ e
12(t ) =A1C e

12(t )+B1C e
22(t ). (A.180)

To solve these differential equations, we do need initial conditions. To obtain them, we
should note that eC t takes the value of I when t = 0. As a result, C e

11(0) = I , C e
12(0) = 0,

C e
21(0) = 0 and C e

22(0) = I . Using this, we can solve the differential equations.
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To do so, we use the method of the integrating factor. That is, for the first differential
equation (for C e

21(t )) we multiply both sides of the equation by e−A2t . This turns the
differential equation into

e−A2t Ċ e
21(t )−e−A2t A2C e

21(t ) = 0. (A.181)

By doing this, we can write the term on the left as a derivative. That is,

d

d t

(
e−A2t C e

21(t )
)= 0. (A.182)

Next, we integrate the above expression from 0 to t . However, we are already using t in
the above expression, so to prevent duplicate variables we first replace t by s in the above
expression and the integrate up to t . The result is

[
e−A2sC e

21(s)
]t

0 =
∫ t

0
0d s. (A.183)

The integral on the right is zero. Hence we find that

e−A2t C e
21(t )−e−A20C e

21(0) = 0. (A.184)

We have e−A20 = I , but C e
21(0) = 0, so the second term drops out. If we also note that

e−A2t is nonsingular (a matrix exponential is always nonsingular) we find that

C e
21(t ) = 0. (A.185)

That proves the first part of the theorem. Solving the other differential equations goes in
an identical way, so we will speed up the process a bit. For C e

22(t ) we have

d

d t

(
e−A2t C e

22(t )
)=0, (A.186)

[
e−A2sC e

22(s)
]t

0 =
∫ t

0
0d s,

e−A2t C e
22(t )−e−A20C e

22(0) =0,

C e
22(t ) =e A2t ,

where we have used C e
22(0) = I . For C e

11(t ) we similarly find that

d

d t

(
e−A1t C e

11(t )
)=e−A1t B1C e

21(t ), (A.187)

e−A1t C e
11(t )−e−A10C e

11(0) =0,

C e
11(t ) =e A1t ,

where we have used our earlier result of C e
21(t ) = 0. Finally there is C e

12(t ). Now things
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don’t conveniently turn out to be zero on the right-hand side. In this case we get

d

d t

(
e−A1t C e

12(t )
)=e−A1t B1C e

22(t ), (A.188)

[
e−A1sC e

12(s)
]t

0 =
∫ t

0
e−A1s B1C e

22(s)d s,

e−A1t C e
12(t )−e−A10C e

12(0) =
∫ t

0
e−A1s B1e A2s d s,

C e
12(t ) =

∫ t

0
e A1(t−s)B1e A2s d s.

This completes the proof.

In practice we do not use the above theorem to find eC t . After all, calculating ma-
trix exponentials is relatively easy compared to evaluating matrix integrals. Instead, we
calculate eC t and use the result to find the difficult integral

∫ t
0 e A1(t−s)B1e A2s d s.

We can also expand the matrix C , granting us more complicated integrals. This is
done in the next few theorems.

Theorem A.35. If we define

C =
A1 B1 C1

0 A2 B2

0 0 A3

 , (A.189)

and write eC t as in theorem A.34, then C e
11(t ), C e

12(t ), C e
21(t ) and C e

22(t ) are equal to the
results of theorem A.34. Furthermore, we have

C e
31(t ) =0, (A.190)

C e
32(t ) =0, (A.191)

C e
33(t ) =e A3t , (A.192)

C e
23(t ) =

∫ t

0
e A2(t−s)B2e A3s d s, (A.193)

C e
13(t ) =

∫ t

0
e A1(t−s)B1e A2(s−r )B2e A3r dr d s +

∫ t

0
e A1(t−s)C1e A3 s. (A.194)

Proof. The proof for this is pretty much identical to the proof of theorem A.34. We use
d

d t eC t =CeC t , which tells us thatĊ e
11(t ) Ċ e

12(t ) Ċ e
13(t )

Ċ e
21(t ) Ċ e

22(t ) Ċ e
23(t )

Ċ e
31(t ) Ċ e

32(t ) Ċ e
33(t )

=
A1 B1 C1

0 A2 B2

0 0 A3

C e
11(t ) C e

12(t ) C e
13(t )

C e
21(t ) C e

22(t ) C e
23(t )

C e
31(t ) C e

32(t ) C e
33(t )

 . (A.195)

We can solve for eC t by going bottom-up. For the bottom row we have

Ċ e
31(t ) =A3C e

31(t ), (A.196)

Ċ e
32(t ) =A3C e

32(t ), (A.197)

Ċ e
33(t ) =A3C e

33(t ), (A.198)
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which can be solved in the way we have seen in the proof of theorem A.34. We find that
C e

31(t ) =C e
32(t ) = 0 and C e

33(t ) = e A3t .
For the second row, we have

Ċ e
21(t ) =A2C e

21(t )+B2C e
31(t ), (A.199)

Ċ e
22(t ) =A2C e

22(t )+B2C e
32(t ), (A.200)

Ċ e
23(t ) =A2C e

23(t )+B2C e
33(t ). (A.201)

Using our results for C e
31(t ), C e

32(t ) and C e
33(t ), we find that C e

21(t ) = 0 and C e
22(t ) = e A2t .

For C e
23(t ) we get, similarly to equation (A.188),

C e
23(t ) =

∫ t

0
e A2(t−s)B2e A3s d s. (A.202)

Then there is the top row. Now we have

Ċ e
11(t ) =A1C e

11(t )+B1C e
21(t )+C1C e

31(t ), (A.203)

Ċ e
12(t ) =A1C e

12(t )+B1C e
22(t )+C1C e

32(t ), (A.204)

Ċ e
13(t ) =A1C e

13(t )+B1C e
23(t )+C1C e

33(t ). (A.205)

Again using our previous results, we immediately find that C e
11(t ) = e A1t . Next, identi-

cally to equation (A.188), we have

C e
12(t ) =

∫ t

0
e A1(t−s)B1e A2s d s. (A.206)

Finally there is the toughest term to deal with, which is C e
13(t ). When applying the method

of the integrating factor, we find that

d

d t

(
e−A1t C e

13(t )
)= e−A1t B1C e

23(t )+e−A1t C1C e
33(t ). (A.207)

Substituting for C e
23(t ) and C e

33(t ) will give us

d

d t

(
e−A1t C e

13(t )
)= e−A1t B1

∫ t

0
e A2(t−s)B2e A3s d s +e−A1t C1e A3t . (A.208)

Next, we will integrate from 0 to t . However, we already have a t in the above expression,
so in the above we will rename t to s. Except that we already have an s too, so we will
rename s to r . In this way, all parameter names are ‘moved down’ in the alphabet. Doing
so will result in[

e−A1sC e
13(s)

]t
0 =

∫ t

0

(
e−A1s B1

∫ s

0
e A2(s−r )B2e A3r dr +e−A1sC1e A3s

)
d s. (A.209)

Rewriting the result will give us

C e
13(t ) =

∫ t

0

∫ s

0
e A1(t−s)B1e A2(s−r )B2e A3r dr d s +

∫ t

0
e A1(t−s)C1e A3s d s. (A.210)

This completes the proof.
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We have got the result for a 3×3 matrix now. We can expand this to a 4×4 matrix.

Theorem A.36. If we define

C =


A1 B1 C1 D1

0 A2 B2 C2

0 0 A3 B3

0 0 0 A4

 , (A.211)

and write eC t as in theorem A.34, then the results of C e
11(t ) up to C e

33(t ) can be found in
theorems A.34 and A.35. For the rest, we have

C e
41(t ) =0, (A.212)

C e
42(t ) =0, (A.213)

C e
43(t ) =0, (A.214)

C e
44(t ) =e A4t , (A.215)

C e
34(t ) =

∫ t

0
e A3(t−s)B3e A4s d s, (A.216)

C e
24(t ) =

∫ t

0
e A2(t−s)B2e A3(s−r )B3e A4r dr d s +

∫ t

0
e A2(t−s)C2e A4 s, (A.217)

C e
14(t ) =

∫ t

0

∫ s

0

∫ r

0
e A1(t−s)B1e A2(s−r )B2e A3(r−q)B3e A4q d q dr d s +

∫ t

0
e A1(t−s)D1e A4s d s

+
∫ t

0

∫ s

0
e A1(t−s)B1e A2(s−r )C2e A4r dr d s +

∫ t

0

∫ s

0
e A1(t−s)C1e A3(s−r )B3e A4r dr d s. (A.218)

Proof. The proof for almost all terms is identical to what was done in theorems A.34 and
A.35, so we will not discuss that again. We will only look at the new term C e

14(t ).
Our starting point will be the differential equation

Ċ e
14(t ) = A1C e

14(t )+B1C e
24(t )+C1C e

34(t )+D1C e
44(t ). (A.219)

Using the method of the integrating factor and working out the left hand side will give us

C e
14(t ) = e A1t

∫ t

0

(
B1C e

24(s)+C1C e
34(s)+D1C e

44(s)
)

d s. (A.220)

If we insert earlier results for C e
24(s), C e

34(s) and C e
44(s), and if we again shift all parameters

down in the alphabet, we find our final result

C e
14(t ) =

∫ t

0

∫ s

0

∫ r

0
e A1(t−s)B1e A2(s−r )B2e A3(r−q)B3e A4q d q dr d s +

∫ t

0
e A1(t−s)D1e A4s d s

+
∫ t

0

∫ s

0
e A1(t−s)B1e A2(s−r )C2e A4r dr d s +

∫ t

0

∫ s

0
e A1(t−s)C1e A3(s−r )B3e A4r dr d s. (A.221)
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The order of the matrices in the integrals of the above theorem might seem haphaz-
ard. However, they are most certainly not. There is an ‘intuitive’ way of looking at the
above equations, which make them more easy to recognize.

To see how it works, consider the matrix C as

C =


A1 B1 C1 D1

0 A2 B2 C2

0 0 A3 B3

0 0 0 A4

 . (A.222)

To find C e
14(t ), we will start our ‘walk’ through the matrix at A1. From there, we may

‘jump’ to any matrix on the right. For instance, we may jump to B1. From there, we must
jump downward, back to the diagonal. For our case, that’s A2. From there the process
continues. For instance, we can jump to C2. From there, we have to jump down to A4.
Once we arrive at A4, we’re done.

Next, we will set up an expression for our walk. For that, we start with e A1t . Then we
look at each set of jumps which we did away from and back to the diagonal. If we jumped
away from Ai to some matrix Xi (where X can be B , C , D and so on) and then downward
to A j , then we should add e−Ai s Xi e A j s to our expression, or use r if we’ve already used
s, and so on. Furthermore, we should add an integral. Its limits should run from 0 to the
previous parameter (like s, r ) which we added. If we do this for our walk, then we have

Result of walk:
∫ t

0

∫ s

0
e A1t (

e−A1s B1e A2s)(e−A2r C2e A4r )
d s dr. (A.223)

If we set up an expression for every possible walk like this through our matrix, and add
up all the results, then we arrive at the expression for C e

14(t ). A similar trick also works
for any element C e

i j (t ), except now we need to start our walk at Ai and end it at A j . So

this may make it easier to remember the results of the above theorems.

Finally, because we may need it, we also look at the result of a matrix C of 5 by 5
submatrices.

Theorem A.37. If we define

C =


A1 B1 C1 D1 E1

0 A2 B2 C2 D2

0 0 A3 B3 C3

0 0 0 A4 B4

0 0 0 0 A5

 , (A.224)
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and write eC t as in theorem A.34, then we have

C e
15(t ) =

∫ t

0

∫ s

0

∫ r

0

∫ q

0
e A1(t−s)B1e A2(s−r )B2e A3(r−q)B3e A4(q−p)B4e A5p d p d q dr d s

+
∫ t

0

∫ s

0

∫ r

0
e A1(t−s)B1e A2(s−r )B2e A3(r−q)C3e A5q d q dr d s (A.225)

+
∫ t

0

∫ s

0

∫ r

0
e A1(t−s)B1e A2(s−r )C2e A4(r−q)B4e A5q d q dr d s

+
∫ t

0

∫ s

0

∫ r

0
e A1(t−s)C1e A3(s−r )B3e A4(r−q)B4e A5q d q dr d s

+
∫ t

0

∫ s

0
e A1(t−s)B1e A2(s−r )D2e A5r dr d s +

∫ t

0

∫ s

0
e A1(t−s)D1e A4(s−r )B4e A5r dr d s

+
∫ t

0

∫ s

0
e A1(t−s)C1e A3(s−r )C3e A5r dr d s +

∫ t

0
e A1(t−s)E1e A5s d s.

Proof. The proof for this is done identically as the proofs of the previous three theorems
(A.34, A.35 and A.36). After applying the method of the integrating factor, we will find

C e
15(t ) = e A1t

∫ t

0

(
B1C e

25(s)+C1C e
35(s)+D1C e

45(s)+E1C e
55(s)

)
d s. (A.226)

If we work this out, keeping track of all the integrals, we will arrive at the above expression
for C e

15(t ).

In this thesis, we will generally set all C , D and E matrices to zero. As a result, all
matrix terms (yes, even C e

15(t )) will consist of only one term. That term may contain
multiple integrals, but it is still an expression which will fit on one line.

A.5.2. USING MATRIX EXPONENTIALS TO SOLVE LYAPUNOV EQUATIONS
Usually Lyapunov equations are solved through matrix inversion (Theorem A.23). How-
ever, it is also possible to use matrix exponentials to find Lyapunov solutions. For this
subsection it is important to recall the notation described in subsection A.4.1.

We start with solving a Lyapunov equation using matrix exponentials.

Theorem A.38. For any k1 and k2 satisfying k1 +k2 = 2k, and for any matrix A, we have

X Q
kα(t1, t2) = e Ak1αt2

[
I 0

]
exp

([−Ak1α Q
0 AT

k2α

]
(t2 − t1)

)[
0
I

]
e

AT
k2α

t1 . (A.227)

Proof. From theorem A.34 we know that∫ t

0
e A1(t−s)B1e A2s d s = [

I 0
]

exp

([
A1 B1

0 A2

]
t

)[
0
I

]
. (A.228)

If we use A1 =−Ak1α, B1 =Q, A2 = AT
k2α

and t = t2 − t1, then we get

∫ t2−t1

0
e Ak1α(s−(t2−t1))Qe

AT
k2α

s
d s = [

I 0
]

exp

([−Ak1α Q
0 AT

k2α

]
(t2 − t1)

)[
0
I

]
. (A.229)
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If we now substitute s by s − t1, updating integral limits accordingly, and subsequently
pull terms not depending on s out of the integral, we directly find that

e−Ak1αt2

(∫ t2

t1

e Ak1αsQe
AT

k2α
s

d s

)
e
−AT

k2α
t1 = [

I 0
]

exp

([−Ak1α Q
0 AT

k2α

]
(t2 − t1)

)[
0
I

]
.

(A.230)
The part within brackets now equals X Q

kα(t1, t2), with k = k1+k2
2 . As a result, we have

X Q
kα(t1, t2) = e Ak1αt2

[
I 0

]
exp

([−Ak1α Q
0 AT

k2α

]
(t2 − t1)

)[
0
I

]
e

AT
k2α

t1 , (A.231)

which completes this proof.

It is interesting to note that the above theorem does not require A or any other matrix
to be Sylvester. It works for any matrix A.

Now that we know how to find X Q
kα(t1, t2) for each matrix A, we look at how to find

X̃ Q
kα(t ), defined by A.121.

Theorem A.39. When X̃ Q
k1α,k2α

(t ) is defined as in (A.121), then for any n we have

X̃ Q
kα(t ) = [

I 0
]

exp

([
Akα Q

0 A

]
t

)[
0
I

]
(A.232)

= e−nαt [
I 0

]
exp

([
A(k+n)α Q

0 Anα

]
t

)[
0
I

]
.

Proof. From theorem A.34 we know that∫ t

0
e A1(t−s)B1e A2s d s = [

I 0
]

exp

([
A1 B1

0 A2

]
t

)[
0
I

]
. (A.233)

If we use A1 = A(k+n)α, B1 =Q and A2 = Anα and premultiply by e−nαt , then this becomes

e−nαt
∫ t

0
e A(k+n)α(t−s)Qe Anαs d s = e−nαt [

I 0
]

exp

([
A(k+n)α Q

0 AT
nα

]
t

)[
0
I

]
. (A.234)

Because the left hand side of the expression equals the definition of X̃ Q
kα(t ), we have

proven (A.232) for any n.

So now we have two different yet effective methods of calculating Lyapunov solu-
tions X Q

kα(t1, t2). We will need these when we start solving Lyapunov equations in Ap-

pendix C.2. The term X̃ Q (T ) will start to come in handy from Appendix C.4.2 onwards.

A.5.3. A COMPARISON BETWEEN THE TWO METHODS
The question remains which of the two methods we have of finding Lyapunov solutions
X Q (t ) is better. Is it wiser to use the Lyapunov solution method (Theorem A.23) or the
matrix exponentials method (Theorem A.38)?
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There are a few cases in which the choice is obvious. If we need to find the infinite-
time solution X Q , then using matrix exponentials is impossible. Similarly, if we want
to find X Q (t ) when A is not Sylvester, using matrix inversion is impossible. In practice
non-Sylvester matrices are quite rare though, so what do we do then?

In that case the determining factor is the numerical accuracy of both methods. Luck-
ily, this is something which we can investigate. We can find the parameter X Q (t ) through
both methods, for various random matrices A and Q and for a given t . Then we test both
results for their numerical accuracy.

The tricky part is measuring the amount of numerical accuracies that take place. To
get some indication of this, we can calculate the quantity

AX Q (t )+X Q (t )AT +Q −e At Qe AT t (A.235)

for both calculated values of X Q (t ). According to Theorem A.26 this quantity must equal
the zero matrix, so any discrepancy is caused by numerical inaccuracies. The more we
have, the more numerical inaccuracies there are.

If we add up the magnitude of all the elements of the resulting matrix, we get an
indication of the numerical accuracies that are present. To get rid of scale effects, we will
look at the ratio of these two errors. If we calculate this ratio for many different random
matrices A and Q, and do so for varying times t , then we get Figure A.1.

Figure A.1: The numerical error of the matrix exponential method compared to the Lyapunov solution method.
Each error bar is the result of 100 experiments with different random matrices A and Q. The horizontal axis
shows the time t in logarithmic scale. It ranges from 10−2.5 to 101.5. The vertical axis shows the numerical
error of the matrix exponential method divided by that of the Lyapunov solution method, also in logarithmic
scale.

From Figure A.1 we can see that for small t (up to t ≈ 100.5 ≈ 3s) the magnitude of the
numerical errors within the matrix exponential method is roughly 10−0.8 ≈ 1

6 times that
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of the Lyapunov solution method. So the matrix exponential method works better. For
larger times t the performance of the matrix exponential method quickly and severely
degrades though.

Very similar results were also found by Wahlström et al. (2014). This confirms that
the matrix exponential method is actually more accurate for small t , generally as long as
t < 1, though this of course depends on the magnitude of the matrix A. For t ≈ 1 it does
not matter much which method to use. For larger t it is not recommended to apply the
matrix exponential method in practice.

A.6. MISCELLANEOUS
We close this chapter off with a theorem which does not really fit in anywhere, so I just
put it here. It concerns the sum of sinusoids.

Theorem A.40. We can write any sinusoid with amplitude A, frequency f and phase dif-
ference φ as the sum of a sine and a cosine with the same frequency but without a phase
difference. That is,

A sin(2π f t +φ) = a sin(2π f t )+b cos(2π f t ), (A.236)

where a and b can be found through

a = A cos(φ), (A.237)

b = A sin(φ), (A.238)

or conversely where A and φ can be found through

A =
√

a2 +b2, (A.239)

φ= tan−1(b, a). (A.240)

Proof. Our starting point is the trigonometric addition formula, sometimes also known
as the Prosthaphaeresis formula or Simpson’s formula,

sin(α+β) = sin(α)cos(β)+cos(α)sin(β). (A.241)

If we multiply this by the amplitude A and substitute α= 2π f t and β=φ, we can write

A sin(2π f t +φ) = A cos(φ)sin(2π f t )+ A sin(φ)cos(2π f t ) (A.242)

= a sin(2π f t )+b cos(2π f t ),

where a = A cos(φ) and b = A sin(φ). This proves the transformation one way. For the
other way, we can find A through

A =
√

A2
(
cos(φ)2 + sin(φ)2

)= a2 +b2. (A.243)

We can find φ either through sin(φ) = b
A or cos(φ) = a

A . Using tan(φ) = b
a does not always

work, because tan(φ) = b
a = −b

−a . So we may find the wrong phaseφ, unless we specifically
take the signs of a and b into account. Most programming languages have a function
atan2(b,a) which does exactly this. If we use this function, then we can directly find φ
without first having to calculate A.
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Summary — A random variable is a variable which can take different values, based on
certain probabilities. The way in which it does this – its distribution – is described by its
probability density function. When we deal with multiple random variables, we need to
consider their joint distribution. As long as these random variables are not independent,
then learning more about one of these variables will mean we also learn more about the
others.

We can obtain the distribution of a random variable either based on prior data, or by per-
forming measurements. When multiple independent distributions of a random variable
are known, then these distributions can be merged together.

Important properties of random variables are their mean (their expected value) and their
variance. When dealing with multiple random variables, the covariance between these
variables is also important.

A very common type of random variable is the Gaussian random variable. Its distribution
is fully determined by the mean vector and the covariance matrix. Such random variables
have a variety of interesting properties. For instance, linear combinations of Gaussian
random variables will always result in yet another Gaussian random variable.

We can learn more about Gaussian random variables by performing measurements. It
is also possible to incorporate these measurements if we only measure linear combina-
tions of Gaussian random variables. In addition, when the Gaussian random variables
are conditionally independent, then there may be more (computationally) efficient ways
of incorporating the measurement data into the distributions of the random variables.
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In this chapter we will recap some basic probability theories. As prior knowledge, you
should at least have a bit of a clue about what random variables, probability density
functions and Gaussian distributions are, even though we will repeat the most important
properties.

We will start by looking at the basics of probability density functions in Section B.1,
continue by examining the properties of the mean and covariance in Section B.2 and
then find out how probability density functions change when the corresponding ran-
dom variable is subjected to transformations (Section B.3). We then switch our focus
to Gaussian random variables, first studying their basic properties (Section B.4), then
considering methods of manipulating them (Section B.5) and finally figuring out what
happens when Gaussian distributions are conditionally independent (Section B.6).

B.1. INTRODUCING THE PROBABILITY DENSITY FUNCTION
A fundamental part in probability theory is the probability density function of a random
variable. In this section we will look at how it is defined, starting with the default defi-
nition (Section B.1.1), adding the joint definition (Section B.1.2) and finalizing with the
conditional definition (Section B.1.3). In the end we also look at a few special probability
density functions (Section B.1.4).

B.1.1. DEFINITION OF THE PROBABILITY DENSITY FUNCTION
Consider a scalar variable x. The underline indicates that it is a random variable, mean-
ing that it does not have a deterministic value but can have one of various values, each
with its own probability. These probabilities depend on the distribution of the random
variable, which is indicated by the Probability Density Function (PDF)1 fx (x). This func-
tion fx (x) is defined as2

fx (x) ≡ p(x ≤ x < x +d x)

d x
, (B.1)

with p(A) denoting the probability that the given event A occurs. As a result of the above,
any PDF fx (x) must satisfy∫ ∞

−∞
fx (x)d x =

∫ ∞

−∞
p(x ≤ x < x +d x) = p(−∞≤ x <∞) = 1. (B.2)

We can extend the above definition to random vectors x , where the vector size is denoted
by n. For the case where n = 2, we have

fx (x) ≡ p(x1 ≤ x1 < x1 +d x1, x2 ≤ x2 < x2 +d x2)

d x1d x2
= p(x ≤ x < x +d x)

d x
. (B.3)

1In most literature, the subscript x at PDFs is not written, because it is clear which random variable the PDF
belongs to. In addition, often the letter p is used instead of f . So p(x) then actually denotes a probability
density function.
In this appendix, we will stick with the notation fx (x) for PDFs, while p(. . .) is used to indicate probabilities of
events. However, in the main body of this thesis, we will most often stick with the notation commonly used
in the GP community, where p(x) denotes a PDF.

2For discrete random variables things work differently. In this thesis we will only consider continuous random
variables though.
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Note that dividing by the vector differential d x actually means dividing by its (scalar)
‘volume’. That is, the product of all elements of the vector d x .

For such vector random variables, the PDF now must satisfy (for n = 2)∫ ∞

−∞

∫ ∞

−∞
fx (x)d x1 d x2 =

∫
X

fx (x)d x = 1. (B.4)

The set X in the above equation denotes the set of all possible values which x may take,
which is generally the full spaceRn .

All the above definitions and properties can be expanded identically for any n > 2.

B.1.2. JOINT DISTRIBUTIONS
Suppose that we have a random vector x , which consists of two separate random vectors

x a and xb . So x =
[

x a
xb

]
. Also suppose that we know the joint PDF fx (x) = fx a ,xb

(xa , xb ).

How do we then find the PDF fx a
(xa ) of x a ? (Or equivalently, that of xb ?) This is an-

swered by the following theorem, which shows us the process of marginalization.

Theorem B.1. When x a and xb have a joint PDF fx a ,xb
(xa , xb ), then the PDF of x a is

fx a
(xa ) =

∫
Xb

fx a ,xb
(xa , xb )d xb . (B.5)

Proof. We start with the definition of the joint PDF. It equals

fx a ,xb
(xa , xb ) = p(xa ≤ x a < xa +d xa , xb ≤ xb < xb +d xb )

d xa d xb
. (B.6)

When we integrate over Xb , which is the set of all possible values of xb , we find that∫
Xb

fx a ,xb
(xa , xb )d xb =

∫
Xb

p(xa ≤ x a < xa +d xa , xb ≤ xb < xb +d xb )

d xa
(B.7)

= p(xa ≤ x a < xa +d xa ,−∞≤ xb <∞)

d xa

= p(xa ≤ x a < xa +d xa )

d xa

= fx a
(xa ).

Note that, because the event ‘−∞≤ xb ≤∞ is obviously true, we have dropped it from
our probability function.

B.1.3. CONDITIONAL DISTRIBUTIONS
When we have two random variables x a and xb , then these variables may depend on
each other. That is, if we know that xb actually equals some measured value x̂b , then
we can say something more about the distribution of x a . In fact, we write the resulting
random variable as x a |xb = x̂b or shorter as x a |x̂b . The conditional probability bar | can
be read as ‘given that’. This parameter now has fx a |x̂b

(xa ) as PDF. But what is this PDF?
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Officially, the conditional probability of an event A given that an event B occurred, is
defined as

p(A|B) = p(A,B)

p(B)
. (B.8)

Using this definition, we can find the PDF of our conditional distribution.

Theorem B.2. Assume that the random variables x a and xb have a joint distribution
fx a ,xb

(xa , xb ). When it is given that xb equals a value x̂b , then the PDF of x a becomes

fx a |x̂b
(xa ) =

fx a ,xb
(xa , x̂b )

fxb
(x̂b )

. (B.9)

Proof. Before we start, we should note that, for infinitesimally small d x̂b , we have p(x̂b ≤
xb < x̂b +d x̂b ) → p(xb = x̂b ). With this knowledge, we can find that

fx a |x̂b
(xa ) ≡ p(xa ≤ x a < xa +d xa |xb = x̂b )

d xa
(B.10)

= p(xa ≤ x a < xa +d xa , xb = x̂b )

d xa

1

p(xb = x̂b )

= p(xa ≤ x a < xa +d xa , x̂b ≤ xb < x̂b +d x̂b )

d xa d x̂b

d x̂b

p(x̂b ≤ xb < x̂b +d x̂b )

=
fx a ,xb

(xa , x̂b )

fxb
(x̂b )

.

This proves the theorem.

It may happen that x a and xb are independent. Theoretically, this is defined as hav-
ing

fx a ,xb
(xa , xb ) = fx a

(xa ) fxb
(xb ). (B.11)

In practice, what it means is that, even if we know that xb equals some value x̂b , we still
cannot say anything extra about the distribution of x a . In other words, the random vari-
able x a (without any additional data) has the same distribution as the random variable
x a |x̂b . This means that

fx a |x̂b
(xa ) = fx a

(xa ). (B.12)

B.1.4. SPECIAL CASES OF THE PROBABILITY DENSITY FUNCTION
The PDF describes how much we know about a random variable x . There are two limit
cases: where we know everything about a random variable and where we know abso-
lutely nothing. What are the PDFs in these cases?

First, suppose that we know x deterministically. In other words, we know that x
equals a given number c . The PDF of x is now given by

fx (x) = δ(x −c), (B.13)

with δ(. . .) being the delta function. This PDF, called the delta distribution, is zero every-
where, except at the value c , where it has an infinitely large peak.
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But what if we know absolutely nothing about x? When its value can literally be any-
where between −∞ and ∞, with equal probability? In this case the PDF is a constant
value γ. So,

fx (x) = γ, (B.14)

I call this distribution the null distribution. But what exactly is the value of γ? Well, we
know that the PDF must satisfy∫ ∞

−∞
fx (x)d x =

∫ ∞

−∞
γd x = 1. (B.15)

γ is hence defined as the number which satisfies the above equation. It is basically an
infinitely small number, which is not yet zero. (This distribution is a type of singular
distribution, but we will not go further into that here.)

B.2. THE MEAN AND THE COVARIANCE
Important properties of any random variable x are the mean and the covariance. We
can find them from the probability density function. In this section we will look at how
they are defined and what properties they have. We start with their definitions and fun-
damental properties (Section B.2.1), then look at how the mean and covariance are af-
fected when we linearly transform the corresponding random variables (Section B.2.2)
and finally we look at a few other important properties of the mean and the covariance
(Section B.2.3).

B.2.1. THE FUNDAMENTALS BEHIND THE MEAN AND THE COVARIANCE
The mean of a random variable x is defined as

E[x] =
∫ ∞

−∞
x fx (x)d x . (B.16)

The covariance matrix is then defined as

V[x] =E
[(

x −E[x]
)(

x −E[x]
)T

]
(B.17)

=
∫ ∞

−∞
(x −E[x])(x −E[x])T fx (x)d x .

Alternatively, we can define the covariance matrix of two different random variables as

V[x a , xb ] =E
[(

x a −E[x a ]
)(

xb −E[xb ]
)T

]
(B.18)

=
∫ ∞

−∞

∫ ∞

−∞
(xa −E[x a ])(xb −E[xb ])T fx a ,xb

(xa , xb )d xa d xb .

So the notationV[x a ] is just a shorthand forV[x a , x a ].
The covariance matrixV

[
x
]

of a single random vector x always satisfies certain prop-
erties. First of all, it is symmetric. After all,E[(xi−µi )(x j−µ j )] equalsE[(x j−µ j )(xi−µi )].
Furthermore, it is always positive semidefinite and usually even positive definite. Why
exactly this is the case will become clear in Section B.4.5, and in Section B.5.1 we will
look at what a negative definite covariance matrix might mean.
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B.2.2. LINEAR TRANSFORMATIONS OF RANDOM VARIABLES
Let’s take a random variable x , (left-)multiply it by a matrix P and add a constant deter-
ministic vector c . What effect will this then have on the mean and covariance matrix?

Theorem B.3. Consider the random variable x of size n, the p ×n matrix P and the (de-
terministic) vector c of size n. We have

E[P x +c] = PE[x]+c , (B.19)

V[P x +c] = PV[x]P T . (B.20)

Proof. This can be proven by applying the definition of the mean and covariance. For
the mean, we have

E
[
P x +c

]= ∫ ∞

−∞
(P x +c) fx (x)d x (B.21)

= P
∫ ∞

−∞
x fx (x)d x +

∫ ∞

−∞
c fx (x)d x

= PE[x]+c .

(Note that we have applied (B.2) in the last step.) This actually confirms that the expec-
tation operator is a linear operator, meaning that it satisfies (B.19).

To prove this theorem for the variance, we should already apply our result for the
mean. When we do, we find that

V[P x +c] =E[
(P x +c −E[P x +c])(P x +c −E[P x +c])T ]

(B.22)

=E[
P (x −E[x])(x −E[x])T P T ]

= PV[x]P T .

This completes the proof.

B.2.3. FURTHER PROPERTIES OF THE MEAN AND THE COVARIANCE
Now that we know how to deal with linear transformations of random variables, we can
look at a few other properties of random variables.

Theorem B.4. Consider the random variables x a and xb . We have

E[x a +xb ] =E[x a ]+E[xb ], (B.23)

V[x a +xb ] =V[x a ]+V[xb ]+V[x a , xb ]+V[xb , x a ]. (B.24)

Proof. Consider the vector x =
[

x a
xb

]
. We now (per definition) have

E
[

x
]=E[

x a
xb

]
=

[
E[x a ]
E[xb ]

]
, (B.25)

V
[

x
]=V[

x a
xb

]
=

[
V[x a , x a ] V[x a , xb ]
V[xb , x a ] V[xb , xb ]

]
. (B.26)

If we define P = [
I I

]
and c = 0 and apply Theorem B.3, then the desired result imme-

diately follows.
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Theorem B.5. The covarianceV[x a , xb ] of two random variables x a and xb equals

V
[

x a , xb

]=E[
x a xb

T ]−E[
x a

]
E

[
xb

]T . (B.27)

Proof. We will start with our proof at the definition ofV[x a , xb ]. We expand that expres-
sion until we arrive at our final result. So,

V
[

x a , xb

]=E[(
x a −E[

x a

])(
xb −E[

xb

])T
]

(B.28)

=E
[

x a xb
T −x aE

[
xb

]T −E[
x a

]
xb

T +E[
x a

]
E

[
xb

]T
]

=E[
x a xb

T ]−E[
x aE

[
xb

]T
]
−E[

E
[

x a

]
xb

T ]+E[
E

[
x a

]
E

[
xb

]T
]

=E[
x a xb

T ]−E[
x a

]
E

[
xb

]T −E[
x a

]
E

[
xb

T ]+E[
x a

]
E

[
xb

]T

=E[
x a xb

T ]−E[
x a

]
E

[
xb

]T .

Note that we have applied Theorem B.3 a few times in the above derivations.

Theorem B.6. When two random variables x a and xb are independent, then

E
[

x a xb
T ]=E[

x a

]
E

[
xb

]T , (B.29)

V
[

x a , xb

]= 0, (B.30)

V
[

x a +xb

]=V[
x a

]+V[
xb

]
. (B.31)

Proof. This theorem contains three expressions which need to be proven. To derive the
first, we should apply the definition (B.11) of independent random variables. We then
find that

E
[

x a xb
T ]= ∫

Xa

∫
Xb

xa xb
T fx a ,xb

(x a , xb )d xa d xb (B.32)

=
∫

Xa

∫
Xb

xa xb
T fx a

(x a ) fxb
(xb )d xa d xb

=
(∫

Xa

xa fx a
(x a )d xa

)(∫
Xb

xb fxb
(xb )d xa

)T

=E[
x a

]
E

[
xb

]T .

The second expression now directly follows from Theorem B.5. This theorem tells us that

V
[

x a , xb

]=E[
x a xb

T ]−E[
x a

]
E

[
xb

]T =E[
x a

]
E

[
xb

]T −E[
x a

]
E

[
xb

]T = 0. (B.33)

Next, it also directly follows from Theorem B.4 that

V
[

x a +xb

]=V[
x a

]+V[
xb

]+V[
x a , xb

]+V[
xb , x a

]=V[
x a

]+V[
xb

]
. (B.34)

This completes the proof.
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B.3. TRANSFORMATIONS OF PROBABILITY DENSITY FUNCTIONS
We know how probability density functions are defined. But when we transform a ran-
dom variable x , how will its probability density function fx (x) be affected? That is what
we will look at in this section. We start with linear transformations (Section B.3.1), con-
tinue with nonlinear transformations (Section B.3.2) and finally we look at how we can
merge multiple distributions together (Section B.3.3).

B.3.1. LINEAR TRANSFORMATIONS OF A RANDOM VARIABLE
Suppose that we have a random variable x . If we transform this to a new random variable
y = P x +c , what will the PDF of y be?

Theorem B.7. Consider the random variable x of size n, the invertible n×n matrix P and
the (deterministic) vector c of size n. If we define y = P x +c , then

fy (y) = 1

|P | fx
(
P−1 (

y −c
))

. (B.35)

Proof. Let’s denote the probability that x falls within the n-dimensional rectangle bounded
by x and x +d x as p(x ≤ x < x +d x). This inequality does not hold from the strict point
of view. (If d x has negative elements, the equality itself would not hold.) However, if we
stick with this new notation, then we have

p(x ≤ x < x +d x) = p(P x +c ≤ P x +c < P x +Pd x +c) (B.36)

= p(y ≤ y < y +d y),

where we have defined y = P x + c and d y = d (P x +c) = P d x . Here, you should again
read p(y ≤ y < y +d y) as the probability that y falls within the n-dimensional rectangle
bounded by y and y +d y , even though some elements of d y may be negative. It now
follows that

fy (y) =
p(y ≤ y < y +d y)

d y
(B.37)

= d x

d y

p(x ≤ x < x +d x)

d x

= d x

d y
fx (x).

We should remember that, in this relation, dividing by d y actually means dividing by
the volume of d y , and similarly for d x . As a result, the ratio d x

d y is the ratio between the
volumes of the blocks d x and d y . It is known in mathematics that, when applying a
transformation y = P x to a certain space, then all volumes are increased by a factor |P |.
And because P is (assumed) invertible, this determinant is nonzero. Hence, d x

d y = 1
|P | .

This results in

fy (y) = 1

|P | fx (x). (B.38)

Because P is invertible, we can substitute x by P−1
(

y −c
)
, which completes this proof.
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B.3.2. NONLINEAR TRANSFORMATIONS OF RANDOM VARIABLES

Contrary to linear transformations, nonlinear transformations of random variables are
very tricky. Suppose we have a random variable x with PDF fx (x), and we define y = g (x)
for some function g (.). What is then the PDF of y?

There is no easy general solution for this problem. But for some specific functions
we can find solutions.

Theorem B.8. Consider the scalar random variables x > 0 and y satisfying y = log(x) and

equivalently x = e y . The PDFs of x and y are now related through

fx (x) = 1

e y fy (y), (B.39)

fy (y) = x fx (x). (B.40)

Proof. Per definition, the PDF of x is given by

fx (x) = p(x ≤ x < x +d x)

d x
. (B.41)

Let’s define y = log(x), meaning that x = e y . It follows that d x = e y d y . We now have

fx (x) = p(e y ≤ e y < e y +e y d y)

e y d y
= p(e y ≤ e y < e y (1+d y))

e y d y
. (B.42)

Next, we will take the logarithm of every term within the probability function. Because
the logarithm is a strictly ascending function, the inequality does not change. As a result,
we have

fx (x) =
p(y ≤ y < y + log(1+d y))

e y d y
. (B.43)

We can expand log(1+d y) according to its Taylor polynomial

log(1+d y) = d y − d y2

2
+ d y3

3
− d y4

4
+ . . . . (B.44)

In the limit of d y → 0, only the first term is relevant, and so then log(1+d y) = d y . As a
result, we have

fx (x) = 1

e y

p(y ≤ y < y +d y)

d y
= 1

e y fy (y). (B.45)

From the definition x = e y now also directly follows that

fy (y) = x fx (x). (B.46)

This completes the proof.
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B.3.3. MERGING DISTRIBUTIONS

In practice, how do we find probability density functions? This usually happens through
external data. For instance, suppose that we want to estimate some parameter x . We do
not know what it is yet, so we write it as a random variable x .

Usually, we have some prior idea about what x may be. We can summarize this in the
prior distribution f pr

x (x) of x . In this distribution, we make probable values of x more
likely, and improbable values of x less likely. And in the extreme case that we really know
nothing about x , we give it the null distribution from Section B.1.4.

Only having prior data is pretty useless, but we can improve on this by performing a
measurement of x . This measurement usually does not give us the precise value of x , for
instance because of measurement noise. However, what it does give us is another PDF,
being the first measurement PDF f 1

x (x).

So basically, we now have two PDFs for x and both are true. How do we merge them?
There are various ways to do that based on how they have been obtained, as is also ex-
plained by Clemen and Winkler (2007). However, in this thesis we will use the following
theorem, which corresponds to the intuitive view described in Section 2.1.3.

Theorem B.9. Suppose that we have two PDFs f 1
x (x) and f 2

x (x) for the same random
variable x . When these two PDFs have been obtained independently, then the posterior
PDF of x is given by

f po
x (x) =

f 1
x (x) f 2

x (x)∫
X f 1

x (x ′) f 2
x (x ′)d x ′ . (B.47)

Proof. Let’s denote the random variable corresponding to the first measurement by x a
and the random variable corresponding to the second measurement by xb . We know
that x a and xb are equal, since they both equal x . Hence, the probability that x a equals
some vector x , given this data, is equal to

p(x = x a |x a = xb ) = p(x = x a , x a = xb )

p(x a = xb )
(B.48)

= p(x = x a = xb )∫
X p(x ′ = x a = xb )

= p(x = x a , x = xb )∫
X p(x ′ = x a , x ′ = xb )

.

Because x a and xb have been obtained independently, we may split up the probability
operators to get

p(x = x a |x a = xb ) = p(x = x a )p(x = xb )∫
X p(x ′ = x a )p(x ′ = xb )

. (B.49)

For infinitesimally small steps d x this can be rewritten to

p(x ≤ x a < x +d x |x a = xb ) = p(x ≤ x a < x +d x)p(x ≤ xb < x +d x)∫
X p(x ′ ≤ x a < x ′+d x ′)p(x ′ ≤ xb < x ′+d x ′)

. (B.50)
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If we then also divide both sides of the equation by this step d x (or an equally large step
d x ′), we find that

p(x ≤ x a < x +d x |x a = xb )

d x
=

p(x≤x a<x+d x)
d x

p(x≤xb<x+d x)
d x∫

X
p(x ′≤x a<x ′+d x ′)

d x ′
p(x ′≤xb<x ′+d x ′)

d x ′ d x ′
, (B.51)

fx a |x a=xb
(x) =

fx a
(x) fxb

(x)∫
X fx a

(x ′) fxb
(x ′)d x ′ . (B.52)

This proves that, given two independently obtained PDFs f 1
x (x) and f 2

x (x) of the same
random variable x , the posterior distribution of x equals (B.47).

When we have multiple measurements, we can also just merge them in a similar way,
as is shown by the next theorem.

Theorem B.10. Suppose that we have n PDFs f 1
x (x), . . . , f n

x (x) for the same random vari-
able x . When these PDFs have been obtained independently, then the posterior PDF of x
is given by

f po
x (x) =

f 1
x (x) . . . f n

x (x)∫
X f 1

x (x ′) . . . f n
x (x ′)d x ′ . (B.53)

Proof. This can be proven by mathematical induction. The case when n = 1 equals

f po
x (x) =

f 1
x (x)∫

X f 1
x (x ′)d x ′ = f 1

x (x). (B.54)

This is obviously true. If we only have one PDF, then the posterior PDF equals that PDF.
Now assume that this theorem holds up to n −1. We then have as posterior distribu-

tion f po,n−1
x (x) after n −1 measurements

f po,n−1
x (x) =

f 1
x (x) . . . f n−1

x (x)∫
X f 1

x (x ′) . . . f n−1
x (x ′)d x ′ . (B.55)

If we add a measurement n, giving us another PDF f n
x (x), we ought to add this to the

posterior distribution too. To do so, we merge the previous posterior distribution with
our new measurement using Theorem B.9. This gives us the new posterior distribution

f po,n
x (x) =

f po,n−1
x (x) f n

x (x)∫
X f po,n−1

x (x ′) f n
x (x ′)d x ′ (B.56)

=
f 1

x (x)... f n−1
x (x)∫

X f 1
x (x ′)... f n−1

x (x ′)d x ′ f n
x (x)

∫
X

f 1
x (x ′′)... f n−1

x (x ′′)∫
X f 1

x (x ′)... f n−1
x (x ′)d x ′ f n

x (x ′′)d x ′′
.

We should note here that the integral
∫

X f 1
x (x ′) . . . f n−1

x (x ′)d x ′ is a constant. That is, it
does not depend on x . Because it appears both in the numerator and the denominator,
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it cancels out. We remain with

f po,n
x (x) =

f 1
x (x) . . . f n−1

x (x) f n
x (x)∫

X f 1
x (x ′′) . . . f n−1

x (x ′′) f n
x (x ′′)d x ′′ . (B.57)

So, assuming that the theorem holds for n−1, it also holds for n. Through induction, this
completes the proof.

We will use this idea of merging distributions a lot in this thesis, which is why we
introduce a special notation for it. (Also see Section 2.1.3.) We use the operator ⊕ and
say that the above is (per definition) equivalent to

f po,n
x (x) = f 1

x (x)⊕ f 2
x (x)⊕ . . .⊕ f n

x (x). (B.58)

It is worthwhile to note that, just like with regular addition and multiplication, the order
in which we merge distributions has no effect whatsoever.

You may be wondering, ‘What do we do if one measurement is more accurate than
another? Shouldn’t we take that into account in some way?’ The answer to this is, ‘We
already do.’

If some measurement i is very uncertain, then its PDF f i
x (x) will be very spread out,

with as ultimate situation the null distribution f i
x (x) = γ from Section B.1.4. Such a dis-

tribution does not have any effect on the posterior distribution f po
x (x) and might as well

be ignored.

Alternatively, if some measurement j is highly certain, then its PDF f j
x (x) will have a

strong peak, with as ultimate situation the delta PDF f j
x (x) = δ(x−c). Such a distribution

has a deciding effect on the posterior distribution f po
x (x), making it also equal to δ(x−c),

irrespective of other measurements.
A final interesting result is that, if f 1

x (x), . . . , f n
x (x) are all the same PDFs, then the pos-

terior distribution f po
x (x) generally does not equal this PDF. Instead, it is more peaked.

This may initially seem counterintuitive, but it actually does make sense. To see how,
we can consider an example. Suppose that one measurement tells us that some random
variable x probably has value 1, but maybe has value 2. At this point we are not very
convinced yet about the value of x. But if ten independent measurements all tell us the
same thing, we can be quite sure that x indeed is very likely to have value 1 and very
unlikely to have value 2. Naturally, things may be different when the measurements are
not independent, but that is a complicated case which we will not consider in this thesis.

B.4. THE GAUSSIAN DISTRIBUTION
In this section we will examine the (arguably) most well-known distribution, being the
Gaussian distribution. We start by looking at its probability density function (Section B.4.1)
and the special case of the standard Gaussian distribution (Section B.4.2). We then look
at how the distribution changes when we apply linear transformations to it (Section B.4.3)
or when we obtain more data (Section B.4.4). We continue by looking at a few special
cases of the Gaussian distribution, including what happens when the covariance ma-
trix is not positive definite anymore (Section B.4.5). Finally, we study the distribution of
power forms of Gaussian random variables (Section B.4.6).
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B.4.1. THE GAUSSIAN PROBABILITY DENSITY FUNCTION
A random variable x has a Gaussian distribution, also known as a normal distribution, if
its PDF equals the Gaussian probability density function

fx (x) =N (x |µ,Σ) ≡ 1p|2πΣ| exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
. (B.59)

In this expression, µ is the mean vector and Σ is the covariance matrix. Once these are
known, the PDF of the Gaussian random variable is fully defined.

To indicate that a random variable x has a Gaussian distribution with mean µ and
covariance Σ, we usually write

x ∼N (x |µ,Σ). (B.60)

The symbol ‘∼’ here can be read as ‘has as probability density function’ or ‘is distributed
according to’. In addition, when it is clear or when it doesn’t matter which parameter x
is inserted in the Gaussian PDF, we may also simply omit it and write

x ∼N (µ,Σ). (B.61)

It is interesting to note that the Gaussian distribution is a probability density function
with mean µ and covariance Σ. As such, we must have

1 =
∫ ∞

−∞
1p|2πΣ| exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
d x , (B.62)

µ=
∫ ∞

−∞
x

1p|2πΣ| exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
d x , (B.63)

Σ=
∫ ∞

−∞
(x −µ)(x −µ)T 1p|2πΣ| exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
d x . (B.64)

These relations will be useful when we examine Gaussian exponentials more closely.

B.4.2. THE STANDARD GAUSSIAN DISTRIBUTION
The standard Gaussian distribution is the scalar Gaussian distribution with zero mean
and unit variance. That is, x has a standard Gaussian distribution if x ∼ N (x|0,1). The
PDF of such a distribution, called the standard probability density function, is often writ-
ten as

φ(x) ≡N (x|0,1) = 1p
2π

exp

(
−1

2
x2

)
. (B.65)

There is also a higher-dimensional equivalent, which equals

φ(x) ≡N (x |0, I ) = 1√
(2π)n

exp

(
−1

2
xT x

)
, (B.66)

with n the size of the vector x .
It is possible to express any Gaussian PDF in that of the standard PDF. To do so, we

can use the following theorem.
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Theorem B.11. We can express any Gaussian exponential function N
(
x |µ,Σ

)
in the stan-

dard PDF through

N
(
x |µ,Σ

)= 1p|Σ|φ
(
L−1 (

x −µ))
, (B.67)

where L is the (lower-triangular) Cholesky decomposition of Σ.

Proof. We know from our linear algebra course that we can write any positive definite
matrix Σ as LLT , where L is the lower triangular matrix known as the Cholesky decompo-
sition of Σ. In this case, we can rewrite N

(
x |µ,Σ

)
as

N
(
x |µ,Σ

)= 1p|2πΣ| exp

(
−1

2
(x −µ)TΣ−1(x −µ)

)
(B.68)

= 1p|2πI | |Σ| exp

(
−1

2
(x −µ)T L−T L−1(x −µ)

)
.

If we now define y = L−1
(
x −µ)

, then this turns into

N
(
x |µ,Σ

)= 1p|Σ|
1p|2πI | exp

(
−1

2
y T I−1 y

)
= 1p|Σ|N

(
y |0, I

)
, (B.69)

which is what we needed to prove.

In the above theorem, we always have
p|Σ| =

√
|L||LT | = |L|. Additionally, in the

scalar case we have Σ=σ2 = L2, with σ being the standard deviation of x.
When we integrate the PDF of the standard Gaussian distribution, we find the Cu-

mulative Density Function (CDF) of the standard Gaussian distribution. It is defined as

Φ(x) ≡
∫ x

−∞
φ(x ′)d x ′, (B.70)

or for higher-dimensional functions as

Φ(x) ≡
∫ x1

−∞
. . .

∫ xn

−∞
φ(x ′)d x ′

n . . .d x ′
1 =

∫ 0

−∞
φ(x ′)d x ′. (B.71)

When we integrate a non-standard Gaussian distribution, we can use the following the-
orem to compute the result.

Theorem B.12. The integral of the Gaussian exponential function x ∼N
(
x |µ,Σ

)
over the

region X equals ∫
X

N
(
x |µ,Σ

)
d x =

∫
Y
φ(y)d y , (B.72)

where y ≡ L−1
(
x −µ)

and Y is the region resulting from applying this transformation to
all points within X . In addition, L is the (lower-triangular) Cholesky decomposition of Σ.

Proof. To prove this, we will use Theorem B.11. This theorems expands the integrand
into ∫

X
N

(
x |µ,Σ

)
d x =

∫
X

1p|Σ|φ
(
L−1 (

x ′−µ))
d x . (B.73)
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We will now substitute x as integration parameter for y = L−1
(
x −µ)

. Because L is a
triangular matrix, we have

d x = d x1 d x2 . . . d xn = L11d y1 L22d y2 . . . Lnnd yn = |L|d y . (B.74)

Also note that |L| =p|Σ|. If we then also adjust the integration area accordingly, replacing
X by Y , we directly find (B.72).

The hard part when applying the above theorem is that, even if X is a nice rectangular
reason, the region Y does not have to be rectangular, making the resulting integral hard
to solve.

If we however can solve the integral and find the corresponding CDF, then this will
be very useful for calculating probabilities. Suppose that x has a standard Gaussian dis-
tribution. In that case, we directly have

p(a ≤ x ≤ b) =
∫ b

a
φ(x) x =Φ(b)−Φ(a), (B.75)

where the inequality must hold for every element within the vector. A similar trick can
be performed for non-standard Gaussian random variables, if the corresponding CDF
can be found.

B.4.3. LINEAR TRANSFORMATIONS OF GAUSSIAN DISTRIBUTIONS
Gaussian random variables are useful for many reasons. First of all, we only need two
parameters (µ and Σ) to fully specify an entire distribution. Secondly, linear combina-
tions of Gaussian random variables are also Gaussian random variables. The following
theorem shows us why, as well as what the parameters of these distributions will be.

Theorem B.13. Consider a Gaussian random variable x ∼ N (x |µ,Σ) of size n and an
n ×n invertible matrix P. The random variable y = P x +c now has the distribution

y = P x +c ∼N (y |Pµ+c ,PΣP T ). (B.76)

Proof. To prove this theorem, we look at the PDF of y . From Theorem B.7 we know that

fy (y) = 1

|P | fx
(
P−1 (

y −c
))

. (B.77)

If we use the definition of the Gaussian PDF (B.59), as well as apply the matrix determi-
nant rules |P | = |P T | and |A||B | = |AB |, we find that

fy (y) = 1

|P |
1p|2πΣ| exp

(
−1

2
(P−1 (

y −c
)−µ)TΣ−1(P−1 (

y −c
)−µ)

)
(B.78)

= 1√
|P | |2πΣ| |P T |

exp

(
−1

2
(y −c −Pµ)T P−TΣ−1P−1(y −c −Pµ)

)
= 1√

|2πPΣP T |
exp

(
−1

2

(
y − (

Pµ+c
))T (PΣP T )−1 (

y − (
Pµ+c

)))
=N (y |Pµ+c ,PΣP T ).
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This not only proves that y is Gaussian, but also that it has mean Pµ+c and covariance

matrix PΣP T , completing the proof.

It may be interesting to know (though we will not prove this here) that the above
theorem also holds for non-invertible matrices P . In that case we will wind up with a
covariance matrix PΣP T which is not positive definite. Later on, in Section B.4.5, we will
look at what exactly this means for the distribution.

B.4.4. MARGINALIZATION AND CONDITIONING OF GAUSSIAN DISTRIBUTIONS
In Section B.1.2 we looked at marginalization of distributions, and in Section B.1.3 we
examined conditional distributions. We can apply these ideas to Gaussian distributions
too.

Suppose that we have two Gaussian random variables x a and xb . A priori (before
doing any measurements) we know that they have a joint distribution[

x a
xb

]
∼N

([
xa

xb

]∣∣∣∣[ma

mb

]
,

[
Kaa Kab

Kba Kbb

])
. (B.79)

When we talk about prior distributions, we often use m to denote the mean and K the
covariance, while µ and Σ are used to indicate the posterior distribution (after incorpo-
rating measurements). This is a useful distinction to keep in mind.

If we apply marginalization to this, we find the following theorem.

Theorem B.14. When two Gaussian random variables are distributed according to (B.79),
then we have x a ∼N (xa |ma ,Kaa) and xb ∼N (xb |mb ,Kbb).

Proof. We can find the PDF of x a by applying marginalization (Theorem B.1). This
means that

fx a
(xa ) =

∫
Xb

fx a ,xb
(xa , xb )d xb =

∫
Xb

N

([
xa

xb

]∣∣∣∣[ma

mb

]
,

[
Kaa Kab

Kba Kbb

])
d xb . (B.80)

If we now apply Theorem A.16, then it directly follows that x a ∼ N (xa |ma ,Kaa). And
identically, it follows that xb ∼N (xb |mb ,Kbb).

We can also find the conditional distribution of Gaussian variables. This follows from
the next theorem.

Theorem B.15. When two Gaussian random variables are distributed according to (B.79),
then the conditional distribution of xb , given that x a = x̂a , equals

fxb |x̂a (xb ) =N
(
xb |µb ,Σbb

)=N
(
xb |mb +KbaK −1

aa (x̂a −ma ) ,Kbb −KbaK −1
aa Kab

)
.

(B.81)

Proof. We can find the conditional distribution of xb |x a = x̂a through Theorem B.2. It
tells us that

fxb |x̂a (xb ) =
fx a ,xb

(x̂a , xb )

fx a
(x̂a )

=
N

([
x̂a

xb

]∣∣∣∣[ma

mb

]
,

[
Kaa Kab

Kba Kbb

])
N (x̂a |ma ,Kbb)

. (B.82)
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Note that we have applied Theorem B.14 here, which told us that fx a
(x̂a ) =N (x̂a |ma ,Kaa).

Next, we only have to apply Theorem A.15. If we do, and work out the results, we imme-
diately find (B.81).

The previous theorem is useful when we have measured the value of x a in an exact
way. That is, we are fully confident it equals x̂a . And because x̂a is known precisely, we
do not even have to write it as a random variable.

But often there is some measurement noise ν added to our measurement. Here, we
assume that ν has a zero-mean Gaussian distribution ν∼N (ν|0, Σ̂). So we have

x̂ a = x a +ν. (B.83)

Note that in this case x̂ a actually is a random variable with a certain distribution. When
we take a measurement, we take a sample from this distribution. This measurement is
an actual number, and so we denote the measurement by x̂a .

The question now is, what is the posterior distribution of xb , after we have performed
our measurement?

Theorem B.16. When two Gaussian random variables are distributed according to (B.79),
then the conditional distribution of xb , given a noisy measurement x̂a sampled from (B.83),
equals

fxb |x̂a (xb ) =N
(

xb |mb +Kba
(
Kaa + Σ̂

)−1
(x̂a −ma ) ,Kbb −Kba

(
Kaa + Σ̂

)−1
Kab

)
. (B.84)

Proof. There are many ways in which we can prove this. Later on in Theorem B.22 we
will see a more powerful version of this theorem, with a prove which I personally find
more intuitive. (It involves merging distributions.) But here we will stick with the proof
given in most textbooks.

Consider (B.83). We will use Theorem B.4 to find the prior mean and covariance of
x̂ a . Here, we should realize that x a and ν are independent (and hence uncorrelated).
Prior to doing any measurement, we hence have

x̂ a = x a +ν∼N
(
x̂a |ma +0,Kaa + Σ̂

)
. (B.85)

We can expand this vector by adding xb . If we once more apply Theorem B.4 to calculate
the mean and covariance, noting that ν is also independent from xb , then we find that[

x̂ a
xb

]
=

[
x a
xb

]
+

[
ν

0

]
∼N

([
x̂a

xb

]∣∣∣∣[ma

mb

]
,

[
Kaa + Σ̂ Kab

Kba Kbb

])
. (B.86)

The key now is that, although we did not measure x a exactly, we do have an exact mea-
surement (sample) x̂a from x̂ a . Hence, we can apply Theorem B.15 to find that

xb |x̂ a = x̂a ∼N
(

xb |mb +Kba
(
Kaa + Σ̂

)−1
(x̂a −ma ) ,Kbb −Kba

(
Kaa + Σ̂

)−1
Kab

)
. (B.87)

This proves (B.84). And it is interesting to note that, for Σ̂= 0, this theorem reduces back
to Theorem B.15.



B

262 B. PROBABILITY THEORY

B.4.5. SPECIAL CASES OF THE GAUSSIAN DISTRIBUTION
In most practical applications, the covariance matrix Σ is finite and positive definite.
That is, all its eigenvalues are finite and larger than zero. But we can also express the
special PDFs of Section B.1.4 using Gaussian distributions, and then we get a few inter-
esting cases.

For instance, the null distribution fx (x) = γ, for a fully unknown parameter x , can
also be described though a Gaussian random variable with infinite variance. The covari-
ance matrix hence equals Σ=∞I , which we often shorten to ∞. That is, all its eigenval-
ues are infinite. If this is the case, then the value of the meanµ does not matter anymore.
We write this as x ∼N (x |∗,∞), where the star ∗ denotes an immaterial value. If we now
insert the infinite covariance matrix into the Gaussian PDF (B.59), we find that the expo-
nent becomes 0 and hence exp(. . .) = 1. However, with |Σ| =∞, we still have a PDF with
a near-zero value γ.

Similarly, the delta distribution fx (x) = δ(x−c), for a fully known parameter x = c (of-
ficially called a degenerate distribution) can be described by a Gaussian random variable
with zero variance. The covariance matrix hence equals Σ= 0I , which we often shorten
to 0. That is, all its eigenvalues are zero. We write this as x ∼ N (x |c ,0). If we insert this
into (B.59), the exponent becomes minus infinity, and we hence have exp(−∞) = 0, with
the only exception when x = c . In this case, the exponential does have a finite value. And
because |Σ| = 0, we wind up with a PDF equal to δ(x −c).

The interesting thing is that combinations of these distributions are also possible.
For instance, if Σ = diag(∞,1,0), then x1 is fully unknown, x2 has a variance of 1 and is
hence a ‘regular’ random variable, and x3 is fully certain and therefore deterministic.

But what do we do when Σ is singular, but not diagonal? In that case, the following
theorem will provide some interesting insights.

Theorem B.17. When a random variable x has a Gaussian distribution x ∼ N (µ,Σ), in
which the covariance matrix Σ is symmetric and positive semidefinite, then the random
vector x −µ cannot have a value contained in the null space of Σ.

Proof. Because Σ is real and symmetric, it follows that it is diagonalizable by an orthog-
onal matrix P . To be precise, P is a matrix whose columns equal the eigenvectors (of unit
length) of Σ, it satisfies P−1 = P T , and we have Σ= PDP T , where D is a diagonal matrix
consisting of the corresponding eigenvalues λ1, . . . ,λn of Σ along its diagonal. Without
loss of generality, we can assume that these eigenvalues are ordered in decreasing order.
So, λ1 ≥ . . . ≥λn . Our assumption that Σ is positive semidefinite implies that λn ≥ 0.

Now define the parameter y = P T (x −µ). It follows from Theorem B.13 that y is
distributed according to

y ∼N (y |0,P TΣP ) =N (y |0,D). (B.88)

Because D is a diagonal matrix, it is relatively easy to imagine what the distribution of
each individual parameter y

i
looks like. For example, if λ1 (and possibly λ2, λ3, and so

on) equals infinity, then y
1

is fully uncertain and can be any value with equal probability.

Similarly, if λn (and possibly λn−1, λn−2, and so on) equals zero, then y
n

is deterministic

and has value 0.
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So we see that, when Σ has an eigenvalue λ equal to zero, with multiplicity k, then
the bottom k elements of y are equal to zero. As a result, (x −µ) = P y is constrained to
the span of all eigenvectors associated with eigenvalues that are not zero. The null space
of Σ (which is the span of all eigenvectors associated with eigenvalues that are zero) can
therefore not be reached by x −µ.

Conventionally Σ is symmetric and positive definite. The above proof has shown us
that Σ can also be positive semidefinite. In that case, it has one or more eigenvalues
equal to zero, causing the random variable x to have a deterministic part. That is, x is
constrained to a certain subspace.

Finally you may wonder, is it also possible for Σ to have an eigenvalue lower than
zero? The answer is ‘Not in the conventional way.’ After all, if a scalar random variable x
has a distribution x ∼ N (x|0,−1), it would mean that E[x2] = −1. This is only possible
when x takes complex values, although then we would enter a whole new realm of math-
ematics. (When using complex random variables x = a +bi , it is usually easier to define
a joint distribution for a and b, although the theory behind that is outside the scope of
this appendix.)

Later on however, right after Theorem B.23, we will see that the idea of a negative
(semi-)definite covariance matrix can be useful in some cases. In fact, while positive
(semi-)definite covariance matrices add information about x , negative (semi-)definite
matrices subtract information (or add disinformation) about x .

B.4.6. POWER FORMS OF GAUSSIAN RANDOM VARIABLES

Suppose that x ∼N
(
µ,Σ

)
is a Gaussian random variable. A power form of x is a polyno-

mial in the elements of x . An example is xT P x , for some matrix P , which is a quadratic
power form. What can we say about the properties of such power forms?

The first thing that we can notice is that these power forms are not Gaussian. As a
counterexample, let’s define x ∼N (0,1) and consider x2. We now obviously have x2 ≥ 0,
meaning that p(x2 < 0) = 0. However, any Gaussian distribution with finite variance can
be negative. Hence, x2 cannot be Gaussian.

So what distribution is it then? That depends. A squared Gaussian parameter with
zero mean and unit variance (or a sum of such parameters) results in a χ-squared dis-
tribution. In case we use a nonzero mean, we get a noncentral χ-squared distribution,
and if we also use other covariance matrices, we wind up with a generalized noncentral
χ-squared distribution. (For further details, see Muirhead (2005).) This is a distribution
which does not have an analytic expression for its PDF.

While there is no analytic expression for the PDF of quadratic power forms of Gaus-
sian variables, the distribution at least has a name. The same cannot be said for higher
powers of Gaussian variables though. In this case, the best we can do is find the mean
of the resulting variables. We will do that here, starting with the mean of the quadratic
power forms.

While doing so, we make use of the expected squared value

Ψ≡E[
x xT ]

. (B.89)
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For a Gaussian random variable x ∼N
(
µ,Σ

)
it also equals

Ψ=Σ+µµT . (B.90)

When examining power forms, this parameterΨ is often more useful than the covariance
matrix Σ, as we can already see when looking at the next theorem.

Theorem B.18. For a Gaussian random variable x ∼N
(
µ,Σ

)
and any matrix P it holds

that
E[xT P x] = tr(ΣP )+µT Pµ= tr (ΨP ) . (B.91)

Proof. To prove this, we need the trace operator. Both the trace operator and the expec-
tation operator are linear operators, and so we may interchange the order in which they
are applied. If we also use the cyclic property of the trace operator (see Theorem A.1) we
find that

E[xT P x] =E[tr
(
xT P x

)
] = tr

(
E

[
x xT P

])= tr(ΨP ) = tr(ΣP )+µT Pµ. (B.92)

This concludes our proof.

Next, we will look at the mean of quartic power forms of x .

Theorem B.19. For a Gaussian random variable x ∼N
(
µ,Σ

)
and any matrices P and Q

it holds that

E[xT P x xT Qx] = tr(ΨP )tr(ΨQ)+2tr(ΨPΨQ)−2µT PµµT Qµ. (B.93)

Proof. We are going to start halfway into our proof, by introducing a theorem given
by Kendrick (1981), Appendix F. Here, the theorem is stated and proven that, for a zero
mean process y = x −µ, with covariance matrix Σ, we have

E[y T P y y T Q y] = tr(ΣP )tr(ΣQ)+2tr(ΣPΣQ). (B.94)

However, we want to know what the above expression is for x . So we write

E[xT P x xT Qx] =E[(y +µ)T P (y +µ)(y +µ)T Q(y +µ)]. (B.95)

If we work out all the brackets, we will get sixteen terms. However, y is a zero-mean Gaus-
sian, so any term which has either one or three times ‘y ’ in it will have an expectation of
zero. This causes eight terms to drop out.

For the remaining eight terms, we can find out that some of them are equal. For
instance, (y T Pµ)(y T Qµ) equals (y T Pµ)(µT Q y). Here, we have transposed the right half,
which is allowed because it is a scalar. We could have also transposed the left half, finding
something else which is equal.

As a result, we can write

E[xT P x xT Qx] =E[y T P y y T Q y + y T P yµT Qµ+µT Pµy T Q y +µT PµµT Qµ (B.96)

+2µT P y y T Qµ+2y T PµµT Q y].
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Now we will introduce the trace operator. We can take the trace of an entire term (which
is a scalar), like ‘tr(y T P yµT Qµ)’, or only of half of a term (which is also a scalar) like

‘tr(y T P y)tr(µT Qµ)’. One of the results we could get is

E[xT P x xT Qx] =E[y T P y y T Q y + tr(y T P y)tr(µT Qµ)+ tr(µT Pµ)tr(y T Q y) (B.97)

+ tr(µT Pµ)tr(µT Qµ)+2tr(µT P y y T Qµ)+2tr(y T PµµT Q y)].

Next, we are going to apply (B.94). Simultaneously, we are also going to work out the
expectation operator, usingE[y y T ] =Σ. We then get

E[xT P x xT Qx] =tr(ΣP )tr(ΣQ)+ tr(ΣP )tr(µµT Q)+ tr(µµT P )tr(ΣQ)+ tr(µµT P )tr(µµT Q)

+2tr(ΣPΣQ)+2tr(µµT PΣQ)+2tr(ΣPµµT Q)]. (B.98)

If you look closely, you can already see some structure appearing in the above equation.
The next step is to bring terms between brackets. (Remember that the trace operator is
a linear operator.) Doing so will give us

E[xT P x xT Qx] = tr((Σ+µµT )P )tr((Σ+µµT )Q) (B.99)

+2tr((Σ+µµT )P (Σ+µµT )Q)−2tr(µµT PµµT Q)].

We know thatΨ=Σ+µµT . This allows us to simplify the above equation, directly giving
us our final result (B.93).

We can generalize the above theorem further to the case where there are multiple
Gaussian parameters.

Theorem B.20. Consider two Gaussian random variables x and y with joint distribution[
x
y

]
∼N (µ,Σ) =N

([
µx

µy

]
,

[
Σxx Σx y

Σy x Σy y

])
(B.100)

and squared expectationΨab as Σab +µaµb
T , where the subscripts a and b can be substi-

tuted by x and/or y. For any matrices P and Q it holds that

E[xT P x y T Q y] = tr(Ψxx P )tr(Ψy yQ)+2tr(Ψy x PΨx yQ)−2µx
T Pµxµy

T Qµy . (B.101)

Proof. This theorem follows directly from Theorem B.19 when we apply it to

x ′ =
[

x
y

]
, P ′ =

[
P 0
0 0

]
and Q ′ =

[
0 0
0 Q

]
. (B.102)

For these parameters, we have

E[x ′T P ′x ′x ′T Qx ′] =E[xT P x y T Q y], (B.103)

but because of Theorem B.19, the above also equals

E[x ′T P ′x ′x ′T Qx ′] = tr(ΨP ′)tr(ΨQ ′)+2tr(ΨP ′ΨQ ′)−2µT P ′µµT Q ′µ, (B.104)

whereΨ=Σ+µµT . If we expand the above matrix equation, we directly find (B.101).



B

266 B. PROBABILITY THEORY

B.5. MANIPULATING GAUSSIAN DISTRIBUTIONS
In this section we will look at ways of manipulating Gaussian distributions. We start by
expanding the idea of merging distributions to Gaussian distributions (Section B.5.1).
Then we look at what happens when we measure linear relations of Gaussian random
variables (Section B.5.2). Finally we examine linear functions whose weights have a
Gaussian prior distribution, and how function measurements affect the distribution of
those weights (Section B.5.3).

B.5.1. MERGING GAUSSIAN DISTRIBUTIONS
In Section B.3.3 we already looked at merging distributions. We can apply these theories
to Gaussian PDFs. Suppose that we have n independent measures of x , and each of
them tells us that x has some Gaussian distribution. The following theorem tells us how
we can combine those measurements into a single posterior distribution.

Theorem B.21. Consider the case where, through n independent measurements, we have
found that the random variable x satisfies x ∼ N (x |m1,K1), . . . , x ∼ N (x |mn ,Kn). The
posterior distribution for x is now given by

f 1:n
x (x) =N (x |µ1:n ,Σ1:n), (B.105)

where the mean µ1:n and the variance Σ1:n equal

Σ1:n = (K −1
1 + . . .+K −1

n )−1, (B.106)

µ1:n =Σ1:n(K −1
1 m1 + . . .+K −1

n mn ). (B.107)

Proof. This theorem can be proven by mathematical induction. For n = 1 measurements
it is trivial that it holds: if we only know that x ∼ N (x |m1,K1), then this directly is the
posterior distribution of x . So now assume that this theorem holds for n − 1 measure-
ments. We hence have as posterior distribution for the first n −1 measurements

f 1:(n−1)
x (x) =N (x |µ1:(n−1),Σ1:(n−1)), (B.108)

where we have

Σ1:(n−1) = (K −1
1 + . . .+K −1

n−1)−1, (B.109)

µ1:(n−1) =Σ1:(n−1)(K −1
1 m1 + . . .+K −1

n−1mn−1). (B.110)

If we add measurement n, then Theorem B.9 tells us that the posterior distribution sat-
isfies

f 1:n
x (x) =

f 1:(n−1)
x (x) f n

x (x)∫
X f 1:(n−1)

x (x ′) f n
x (x ′)d x ′ (B.111)

= N (x |µ1:(n−1),Σ1:(n−1))N (x |mn ,Kn)∫
X N (x ′|µ1:(n−1),Σ1:(n−1))N (x ′|mn ,Kn)d x ′ .

Theorem A.13 now also tells us that

N
(
x |µ1:(n−1),Σ1:(n−1)

)
N (x |mn ,Kn) =CN (x |µ1:n ,Σ1:n), (B.112)
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where C is a constant not depending on x , while µ1:n and Σ1:n are given by

Σ1:n = (
Σ−1

1:(n−1) +K −1
n

)−1
(B.113)

= (
K −1

1 + . . .+K −1
n

)−1
,

µ1:n =Σ1:n
(
Σ−1

1:(n−1)µ1:(n−1) +K −1
n mn

)
(B.114)

=Σ1:n
(
Σ−1

1:(n−1)

(
Σ1:(n−1)

(
K −1

1 m1 + . . .+K −1
n−1mn−1

))+K −1
n mn

)
=Σ1:n

(
K −1

1 m1 + . . .+K −1
n mn

)
.

It follows that

f 1:n
x (x) = C∫

X CN (x ′|µ1:n ,Σ1:n)d x ′ N (x |µ1:n ,Σ1:n). (B.115)

We only still need to solve the integral. If we pull C out of the integral, then this integral
is an integral over a Gaussian PDF. According to (B.62) this equals 1 and hence drops out.
Therefore, the posterior distribution after combining n measurements is

f 1:n
x (x) =N (x |µ1:n ,Σ1:n), (B.116)

which proves this theorem by induction.

Note that, using the notation introduced in Section B.3.3, we can write

N
(
µ1:n ,Σ1:n

)=N (m1,K1)⊕N (m2,K2)⊕ . . .⊕N (mn ,Kn) . (B.117)

While the above theorem tells us what to do when we have multiple distributions for
the full vector x , we sometimes may measure only a part of the vector x . What happens
then? The following theorem explains it.

Theorem B.22. Consider two Gaussian random variables x a and xb with joint (prior)
distribution[

x a
xb

]
= x a,b ∼N (xa,b |µa,b ,Σa,b) =N

([
xa

xb

]∣∣∣[ma

mb

]
,

[
Kaa Kab

Kba Kbb

])
. (B.118)

If we, through some independently performed set of measurements, also find that x a has
as distribution x a ∼N (xa |µ̂, Σ̂), we have as posterior distribution for x a,b

x a,b ∼N (xa,b |µa,b ,Σa,b), (B.119)

Σa,b =
[
Σaa Σab

Σba Σbb

]
=

[
Kaa −Kaa(Kaa + Σ̂)−1Kaa Kab −Kaa(Kaa + Σ̂)−1Kab

Kba −Kba(Kaa + Σ̂)−1Kaa Σbb −Kba(Kaa + Σ̂)−1Kab

]
=

[
Kaa(Kaa + Σ̂)−1Σ̂ Σ̂(Kaa + Σ̂)−1Kab

Kba(Σaa + Σ̂)−1Σ̂ Kbb −Kba(Kaa + Σ̂)−1Kab

]
,

µa,b =
[
µa

µb

]
=

[
ma +Kaa(Kaa + Σ̂)−1

(
µ̂−ma

)
mb +Kba(Kaa + Σ̂)−1

(
µ̂−ma

)]
=

[
Σaa

(
K −1

aa ma + Σ̂−1µ̂
)

mb +Kba(Kaa + Σ̂)−1
(
µ̂−ma

)] .
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Proof. We will prove this by merging distributions. We have two distributions for x a,b .
The first one is the prior distribution (B.118). The second one is the measured distribu-
tion x a ∼N (xa |µ̂, Σ̂). This second distribution tells us nothing about xb . As a result, we
can also write this second distribution as[

x a
xb

]
= x a,b ∼N (xa,b |µ̂a,b , Σ̂a,b) =N

([
xa

xb

]∣∣∣[µ̂∗
]

,

[
Σ̂ ∗
∗ ∞

])
. (B.120)

The ∗ in the above expression indicates a value which is immaterial, since it will drop
out of our equations anyway.

If we now merge the prior distribution with this measurement distribution using
Theorem B.21, we should in theory immediately find our desired result

x a,b ∼N (x |µa,b ,Σa,b), (B.121)

The idea behind the method is nice and intuitive. Now let’s look at the math.
We start with the posterior covariance matrix Σa,b . We can calculate it through

Σa,b =
(
K −1

a,b + Σ̂−1
a,b

)−1 =
([

Kaa Kab

Kba Kbb

]−1

+
[
Σ̂ ∗
∗ ∞

]−1
)−1

. (B.122)

Using either result of Theorem A.11, this directly turns into either of the two expressions
of Σa,b from (B.119).

Finding the posterior mean µa,b is a somewhat more involved process. We have

µa,b =
(
K −1

a,b + Σ̂−1
a,b

)−1 (
K −1

a,b ma,b + Σ̂−1
a,bµ̂a,b

)
(B.123)

=
(
K −1

a,b + Σ̂−1
a,b

)−1 ((
K −1

a,b + Σ̂−1
a,b

)
ma,b + Σ̂−1

a,bµ̂a,b − Σ̂−1
a,b ma,b

)
= ma,b +

(
K −1

a,b + Σ̂−1
a,b

)−1
Σ̂−1

a,b

(
µ̂a,b −ma,b

)
= ma,b +Ka,b

(
Ka,b + Σ̂a,b

)−1 (
µ̂a,b −ma,b

)
,

where in the last part we have used the matrix relation
(
P−1 +Q−1

)−1 = P (P +Q)−1 Q.
The above relation now directly proves the first expression of µa,b . To prove the second,
we rewrite the top term of the vector µa,b to

ma +Kaa
(
Kaa + Σ̂

)−1 (
µ̂−ma

)= (
Kaa + Σ̂

)(
Kaa + Σ̂

)−1
ma +Kaa(Kaa + Σ̂)−1 (

µ̂−ma
)

= Σ̂(
Kaa + Σ̂

)−1
ma +Kaa(Kaa + Σ̂)−1µ̂ (B.124)

= (
K −1

aa + Σ̂−1)−1 (
K −1

aa ma + Σ̂−1µ̂
)

,

which in turn equals the second expression of µa,b .

The result we have found here is actually not very surprising. First of all, we see
that the posterior distribution of x a is just the merged distribution of N (ma ,Kaa) and
N

(
µ̂, Σ̂

)
. It is equal to what it would have been if xb did not exist. This makes sense,
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because we did not get any additional information about xb . We have only done mea-
surements on x a . Secondly, the posterior distribution for xb equals what we already
found at Theorem B.16. The result we have found here is a bit more powerful though,
because it also gives us the joint posterior distribution of x a and xb .

Next, in addition to merging distributions, we can also unmerge distributions. Sup-
pose that we know the merged distribution of n distributions, but suddenly we find that
the last distribution n was actually incorrectly obtained. How do we take it out of the
resulting distribution? That’s what the following theorem states.

Theorem B.23. Consider the case where, after n independent measurements of x , we have
a posterior distribution of

x ∼N (x |µ1:n ,Σ1:n). (B.125)

If we want to take out the effects of measurement n, which claimed that x was distributed
according to x ∼N (x |mn ,Kn), then this can be done through

Σ1:(n−1) =
(
Σ−1

1:n −K −1
n

)−1
, (B.126)

µ1:(n−1) =Σ1:(n−1)
(
Σ−1

1:nµ1:n −K −1
n mn

)
. (B.127)

Proof. This can be proven directly by applying Theorem B.21. From this theorem, we
first of all know that the variance satisfies

Σ1:n = (Σ−1
1:(n−1) +K −1

n )−1, (B.128)

which directly implies that
Σ1:(n−1) = (Σ−1

1:n −K −1
n )−1. (B.129)

Theorem B.21 also tells us that the mean equals

µ1:n =Σ1:n(K −1
1 m1 + . . .+K −1

n mn ) (B.130)

For n −1 distributions this can be written as

µ1:(n−1) =Σ1:(n−1)(K −1
1 m1 + . . .+K −1

n−1mn−1) (B.131)

=Σ1:(n−1)
(
Σ−1

1:nΣ1:n(K −1
1 m1 + . . .+K −1

n−1mn−1 +K −1
n mn )−K −1

n mn
)

=Σ1:(n−1)
(
Σ−1

1:nµ1:n −K −1
n mn

)
.

This completes the proof of this theorem.

For unmerging we use the symbol ª. Hence we have

N
(
µ1:(n−1),Σ1:(n−1)

)=N
(
µ1:n ,Σ1:n

)ªN (mn ,Kn) . (B.132)

The above theorem might not be very surprising, but it does tell us an interesting
fact if we compare it with Theorem B.21. The difference between these two theorems
is that, to add/merge a distribution, we need to use the covariance matrix Kn , while to
subtract/unmerge a distribution, we need to use the matrix −Kn . The minus sign is the
only difference! Hence, we have

N (ma ,Ka)ªN (mb ,Kb) =N (ma ,Ka)⊕N (mb ,−Kb) . (B.133)
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From this, we can conclude that, while a positive (semi-)definite covariance matrix gives
additional information about the distribution, a negative (semi-)definite covariance ma-
trix gives disinformation/subtracts information. It basically gives us a distribution on
what x is not, although this is a rather abstract concept.

A final thing which we can wonder is ‘What does a covariance matrix with both pos-
itive and negative eigenvalues mean?’ In this case, the positive eigenvalues add infor-
mation about the distribution in some part of the input space, while the negative eigen-
values remove information in their respective parts of the input space. Even though I
do not directly see any sensible application of a covariance matrix like this, it is at least
fascinating to ponder about.

B.5.2. MEASURING LINEAR RELATIONS OF GAUSSIAN VARIABLES
Suppose that we have a random variable x with a certain prior Gaussian distribution
N (µ,Σ). If we would measure x directly, we already know how to process these mea-
surements.

But now suppose that we only measure a linear relation of the elements of x . That is,
our measurement tells us that M x = c for some matrix M . Here, we assume that M has
relatively few rows, but all rows are linearly independent. So M is of full row rank.

Next, we make the problem a bit more complicated. Let’s suppose that we do not
know c exactly because of measurement noise v ∼ N

(
0, Σ̂c

)
. So the measurement ĉ

which we get is not fully accurate. What does this measurement now tell us about the
posterior distribution of x?

The next theorem teaches us a trick with which we can solve this problem, and after-
wards in Theorem B.25 will we actually solve it.

Theorem B.24. Consider the equation M x = c , where the m ×n matrix M is of full row
rank. It is now possible to set up a matrix T = [

Ta Tb
]

such that

x ′ =
[

x ′
a

x ′
b

]
=

[
M
T T

b

]
x = T −1x , (B.134)

with x ′
a fully set as c and x ′

b subject to no constraints whatsoever.

Proof. The key here is to transform x into x ′ = T −1x , choosing T such that x ′
a = c and x ′

b
is free. So how do we do that?

We know that x = T x ′, so the equation M x = c tells us that MT x ′ = c . To get the
appropriate split of x ′, we want to have MT = [

I 0
]
. In other words, if we write T =[

Ta Tb
]
, then we should have MTa = I and MTb = 0.

Let’s take a closer look at these requirements. MTb = 0 requires the n −m columns
of Tb to be in the null space of M . (This is the space of all vectors z satisfying M z = 0.)
But within this requirement, there is still some freedom for us. Using this freedom, we
want to choose a set of n−m linearly independent orthogonal vectors of length 1, which
together span the null space of M , and set these as the columns of Tb . When we do, we
not only have MTb = 0, but also T T

b Tb = I .
We also have some freedom when choosing Ta . Because we have assumed that M is

of full row rank, some matrix Ta satisfying MTa = I must exist. If we now also make sure
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that the columns of Ta are orthogonal to the null space of M , then Ta satisfies T T
b Ta = 0

as well.
Next, we want to find T −1. This is (per definition) the matrix which satisfies T −1T = I .

We can directly see that

T −1 =
[

M
T T

b

]
(B.135)

satisfies this condition. So now we have confirmed every part of (B.134).

Theorem B.25. Consider a random variable x with prior distribution x ∼ N (m,K ). If
additional measurements have told us that M x = c , where c ∼N

(
µc ,Σc

)
is independent

of x , then the posterior distribution of x is given by

x ∼N
(
µ,Σ

)
, (B.136)

Σ= K −K M T (
MK M T +Σc

)−1
MK ,

µ= m +K M T (
MK M T +Σc

)−1 (
µc −Mm

)
.

Proof. The key to proving this is to apply the transformation from Theorem B.24. That
is, we have x ′ = T −1x and will apply the merging of distributions for x ′.

Using Theorem B.13, we can find that the prior of x ′ equals

x ′ ∼N
(
T −1m,T −1K T −T )=N

([
Mm
T T

b m

]
,

[
MK M T MK Tb

T T
b K M T T T

b K Tb

])
. (B.137)

Our measurement has told us that x ′
a = M x = c , while x ′

b = T T
b x is still fully unknown.

In other words, the measurement has given us the distribution

x ′ ∼N

([
µc

∗
]

,

[
Σc ∗
∗ ∞

])
. (B.138)

We now want to merge these two distributions. We could do so using Theorem B.21,
although using Theorem B.22 gives us the outcome directly. Using the first expressions
for both the mean and the covariance, we find that

x ′ ∼N
(
µ′,Σ′) (B.139)

Σ′ =
[

MK M T −MK M T
(
MK M T +Σc

)−1
MK M T MK Tb −MK M T

(
MK M T +Σc

)−1
MK Tb

T T
b K M T −T T

b K M T
(
MK M T +Σc

)−1
MK M T T T

b K Tb −T T
b K M T

(
MK M T +Σc

)−1
MK Tb

]
= T −1

(
K −K M T (

MK M T +Σc
)−1

MK
)

T −T ,

µ′ =
[

Mm +MK M T
(
MK M T +Σc

)−1 (
µc −Mm

)
T T

b m +T T
b K M T

(
MK M T +Σc

)−1 (
µc −Mm

)]
= T −1

(
m +K M T (

MK M T +Σc
)−1 (

µc −Mm
))

.

This is the posterior distribution of x ′. Note that, because c = x ′
a , we now have actually

found the posterior distribution of c as well.
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However, we do not want the posterior distribution of x ′. We want the posterior dis-
tribution of x . To find this, we apply the inverse transformation according to

x = T x ′ ∼N
(
Tµ′,TΣ′T T )=N

(
µ,Σ

)
, (B.140)

Σ= K −K M T (
MK M T +Σc

)−1
MK ,

µ= m +K M T (
MK M T +Σc

)−1 (
µc −Mm

)
.

Note that both Ta and Tb have dropped out of the equations entirely, meaning we do not
even have to find them. Knowing M is sufficient.

Next, suppose that we have two random vectors x a and xb with a joint distribution. If
we now know that M x a = c , can we then also say something about xb ? That is explained
by the next theorem.

Theorem B.26. Consider the two random variables x a and xb with joint Gaussian distri-
bution

x =
[

x a
xb

]
∼N

([
ma

mb

]
,

[
Kaa Kab

Kba Kbb

])
. (B.141)

If we know that M x a = c ∼N
(
µc ,Σc

)
, then the posterior distribution of x is given by

x ∼N
(
µ,Σ

)
, (B.142)

Σ=
[

Kaa Kab

Kba Kbb

]
−

[
Kaa

Kba

]
M T (

MKaa M T +Σc
)−1

M
[
Kaa Kab

]
,

µ=
[

ma

mb

]
+

[
Kaa

Kba

]
M T (

MKaa M T +Σc
)−1 (

µc −Mma
)

.

Proof. The key to proving this is to define N = [
M 0

]
. Now we have N x = c and we can

directly apply Theorem B.25. That is,

x ∼N
(
µ,Σ

)
, (B.143)

Σ=
[

Kaa Kab

Kba Kbb

]
−

[
Kaa Kab

Kba Kbb

][
M T

0

]([
M 0

][
Kaa Kab

Kba Kbb

][
M T

0

]
+Σc

)−1 [
M 0

][
Kaa Kab

Kba Kbb

]
,

µ=
[

ma

mb

]
+

[
Kaa Kab

Kba Kbb

][
M T

0

]([
M 0

][
Kaa Kab

Kba Kbb

][
M T

0

]
+Σc

)−1 (
µc −

[
M 0

][
ma

mb

])
.

By expanding the N matrices in the above expression, we directly get (B.142).

It is interesting to note here that (B.142) is a generalization of (B.119). Setting M to I
will directly reduce (B.142) back to (B.119).

B.5.3. LINEAR FUNCTIONS WITH GAUSSIAN WEIGHTS

Consider the linear function f (x) = w T x , where the weights are unknown. If we do mea-
surements of this function, we can learn more about the distribution of the weights w .
In fact, when the weights have a prior distribution which is Gaussian, their posterior
distribution will be Gaussian too. The following theorem tells us how we can find it.
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Theorem B.27. Consider the linear function f (x) = w T x = xT w , where the weights w
have as prior distribution w ∼ N (mw ,Kw ). Suppose that, at the input points Xm =[

xm1 , . . . , xmnm

]
, the function values have been measured. After corruption by noise ν ∼

N (0, Σ̂ f ), the measured function values were f̂m = [
f̂m1 . . . f̂mnm

]T
. The posterior dis-

tribution of w now equals

w ∼N
(
µw ,Σw

)
, (B.144)

Σw =
(

XmΣ̂
−1
f X T

m +K −1
w

)−1
,

µw =Σw

(
XmΣ̂

−1
f f̂m +K −1

w mw

)
.

Proof. According to Bayes’ theorem, we have

p(w | f̂m , Xm) = p( f̂m |w , Xm)p(w |Xm)

p( f̂m |Xm)
. (B.145)

The first probability p( f̂m |w , Xm) in the fraction represents the probability that, given
that the weights w actually equal w , we happened to wind up with the measurements

f̂m . To calculate it, we should keep in mind that, when the weights w are known deter-
ministically, then the output of the function f (x) is fully determined as f

m
= X T

m w . So

the output f̂m that we measure only varies due to noise. We hence have

p( f̂m |w , Xm) =N
(

f̂m |X T
m w , Σ̂ f

)
. (B.146)

The second probability p(w |Xm) is the probability that we got weights w , given the mea-
surement points Xm . However, the position of the measurement points alone does not
tell us anything about the weights w . As such, this probability equals p(w ) =N (w |mw ,Kw ).
It is the prior distribution of the weights.

Finally, the third probability p( f̂m |Xm) does not depend on w at all. It is hence a
constant.

Now it is time to dive into the mathematics. We know that p(w | f̂m , Xm) is the product
of two Gaussian PDFs. It is hence also a PDF. This means that we can ignore multiplying
constants. After all, the constant is only present to ensure that the integral over the PDF
equals one. As a result, we can write

p(w | f̂m , Xm) ∝ exp

(
−1

2

(
f̂m −X T

m w
)T
Σ̂−1

f

(
f̂m −X T

m w
))

exp

(
−1

2
(w −mw )T K −1

w (w −mw )

)
= exp

(
− 1

2

(
w T XmΣ̂

−1
f X T

m w −w T XmΣ̂
−1
f f̂m − f̂m

T
Σ̂−1

f X T
m w + f̂m

T
Σ̂−1

f f̂m (B.147)

+w T K −1
w w −w T K −1

w mw −mw
T K −1

w w +mw
T K −1

w mw
))

.

We want to write this as a single Gaussian PDF. So we want to have

p(w | f̂m , Xm) ∝ exp

(
−1

2

(
w −µw

)T
Σ−1

w

(
w −µw

))
(B.148)

= exp

(
−1

2

(
w TΣ−1

w w −w TΣ−1
w µw −µw

TΣ−1
w w +µw

TΣ−1
w µw

))
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for some posterior mean µw and covariance Σw . We can now see right away that

Σw =
(

XmΣ̂
−1
f X T

m +K −1
w

)−1
. (B.149)

And because we have w TΣ−1
w µw = w T XmΣ̂

−1
f f̂m +w T K −1

w mw , we also have

µw =Σw

(
XmΣ̂

−1
f f̂m +K −1

w mw

)
. (B.150)

All the remaining terms from the exponential do not depend on w and are hence con-
stants which we can ignore. So we have completed the proof.

We can extend the above theorem by bringing in the ideas of Section B.5.2. That is,
we assume that we only measure a linear relation of the elements of x . In that case we
get the following theorem.

Theorem B.28. Consider the linear function f (x) = w T x , where the weights w have as
prior distribution w ∼ N (0,Kw ). Denote the set of input points by Xm = [

xm1 , . . . , xmnm

]
and the corresponding function values by f

m
= f (Xm). Suppose that we have measured

c = M f
m

for some known matrix M. After corruption by noise v ∼ N
(
0, Σ̂c

)
, our mea-

surement gives us the vector ĉ . The posterior distribution of w now equals

w ∼N
(
µw ,Σw

)
, (B.151)

Σw =
(

Xm M T Σ̂−1
f M X T

m +K −1
w

)−1
,

µw =Σw
(
Xm M T Σ̂−1

c ĉm +K −1
w mw

)
.

Proof. The only difference with respect to Theorem B.27 is that we now do not measure
f

m
= X T

m w but c = M f
m

= M X T
m w . Hence, if we replace X T

m by M X T
m , f̂m by ĉ and

Σ̂ f by Σ̂c , then we get exactly the same problem. Making this substitution turns (B.144)
into (B.151).

B.6. CONDITIONALLY INDEPENDENT GAUSSIAN VARIABLES
In this section we will examine the concept of conditional independence. How is it de-
fined and what does it imply?

We will start with the basic ideas and implications of two conditionally independent
vectors (Section B.6.1). Then we examine what changes when elements within a vector
are also conditionally independent with respect to each other (Section B.6.2). We gener-
alize this idea to when parts of a vector (that is, small groups of elements) are condition-
ally independent with each other (Section B.6.3). Finally, we look into methods through
which we can update the posterior distribution of random vectors when we add a single
conditionally independent element or group of elements (Section B.6.4).

B.6.1. CONDITIONAL INDEPENDENCE OF RANDOM VECTORS
We know that two random variables x a and xb are independent if and only if they sat-
isfy (B.11). We also know from Theorem B.6 that the covariance V

[
x a , xb

]
of two inde-

pendent variables equals zero. Since Gaussian distributions are completely specified by
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their mean and covariance, it follows that for Gaussian distributions the converse also
holds: ifV

[
x a , xb

]= 0, then x a and xb are independent.
Now we are going to introduce a concept which is similar. We say that two variables

x a and xc are conditionally independent given xb if and only if

fx a ,xc |xb=xb (xa , xc ) = fx a |xb=xb (xa ) fxc |xb=xb (xc ). (B.152)

We will only apply this idea to Gaussian random variables, so let’s take a look at what this
conditional independence implies for the covarianceV

[
x a , xc

]
of Gaussian variables.

Theorem B.29. Consider the Gaussian random variables x a , xb and xc with joint distri-
bution

x a,b,c =
x a

xb
xc

∼N

ma

mb

mc

 ,

Kaa Kab Kac

Kba Kbb Kbc

Kca Kcb Kcc

 . (B.153)

The variables x a and xc are conditionally independent given xb if and only if Kac =
KabK −1

bb Kbc .

Proof. Our starting point is Theorem B.15. It tells us that

x a |xb = xb ∼N
(
xa |ma +KabK −1

bb (xb −mb ) ,Kaa −KabK −1
bb Kba

)
, (B.154)

xc |xb = xb ∼N
(
xc |mc +KcbK −1

bb (xb −mb ) ,Kcc −KcbK −1
bb Kbc

)
. (B.155)

Similarly, if we consider x a and xc together, we get[
x a
xc

]
|(xb = xb

)∼N

([
xa

xc

]∣∣∣∣[ma

mc

]
+

[
Kab

Kcb

]
K −1

bb (xb −mb ) , (B.156)[
Kaa Kac

Kca Kcc

]
−

[
Kab

Kcb

]
K −1

bb

[
Kba Kbc

])
=N

([
xa

xc

]∣∣∣∣[ma −KabK −1
bb (xb −mb )

mc −KcbK −1
bb (xb −mb )

]
,

[
Kaa −KabK −1

bb Kba Kac −KabK −1
bb Kbc

Kca −KcbK −1
bb Kba Kcc −KcbK −1

bb Kbc

])
.

From this we can see that (B.152) holds for all xa and xc if and only if Kac = KabK −1
bb Kbc ,

completing the proof.

In other words, if we assume that x a and xc are conditionally independent given xb ,
we are effectively assuming that Kac = KabK −1

bb Kbc .
What does conditional independence mean from an intuitive point of view though?

We know that, if we have found xb deterministically, then x a and xc are independent.
Extra information about x a will not tell us anything about the distribution of xc and vice
versa.

If xb is not known yet, then extra information about x a can tell us something about
xc . These two random variables are not independent after all; only conditionally inde-
pendent. So let’s do a measurement of x a and see how this affects the posterior dis-
tribution of all the variables. Or in other words, how is Theorem B.22 affected by the
assumption of conditional independence?
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Theorem B.30. Consider the Gaussian random variables x a , xb and xc with joint prior
distribution

x a,b,c =
x a

xb
xc

∼N

ma

mb

mc

 ,

Kaa Kab Kac

Kba Kbb Kbc

Kca Kcb Kcc

 . (B.157)

We assume that x a and xc are conditionally independent given xb . If we, through some
independently performed set of measurements, also find that x a has as distribution x a ∼
N

(
xa |µ̂, Σ̂

)
, we have as posterior distribution for x a,b

x a,b ∼N (xa,b |µa,b ,Σa,b), (B.158)

Σa,b =
[
Σaa Σab

Σba Σbb

]
=

[
Kaa(Kaa + Σ̂)−1Σ̂ Σ̂(Kaa + Σ̂)−1Kab

Kba(Kaa + Σ̂)−1Σ̂ Kbb −Kba(Kaa + Σ̂)−1Kab

]
,

µa,b =
[
µa

µb

]
=

[
Σaa

(
K −1

aa ma + Σ̂−1µ̂
)

mb +Kba(Kaa + Σ̂)−1
(
µ̂−ma

)] .

After this, the posterior distribution of xb,c can be derived using only the posterior distri-
bution of xb . It equals

xb,c ∼N
(
xb,c |µb,c ,Σb,c

)
, (B.159)

Σb,c =
[
Σbb Σbc

Σcb Σcc

]
=

[
Σbb ΣbbK −1

bb Kbc

KcbK −1
bb Σbb Kcc −KcbK −1

bb (Kbb −Σbb)K −1
bb Kbc

]
,

µb,c =
[
µb

µc

]
=

[
µb

mc +KcbK −1
bb

(
µb −mb

)] .

Proof. We should note that the first expression (B.158) directly follows from Theorem B.22.
In fact, it equals (B.119). The second expression (B.159) is a different story though.

We will start our proof of (B.159) with the covariance matrix. If we use Theorem B.22,
taking only the bottom right element of the covariance matrix from (B.119) but applying
it to xb,c , we find that[

Σbb Σbc

Σcb Σcc

]
=

[
Kbb Kbc

Kcb Kcc

]
−

[
Kba

Kca

](
Kaa + Σ̂

)−1 [
Kab Kac

]
(B.160)

=
[

Kbb −Kba
(
Kaa + Σ̂

)−1
Kab Kbc −Kba

(
Kaa + Σ̂

)−1
Kac

Kcb −Kca
(
Kaa + Σ̂

)−1
Kab Kcc −Kca

(
Kaa + Σ̂

)−1
Kac

]
.

We should keep in mind that (B.159) does not contain any term related to x a . To obtain
such a relation, we have to use the assumption of conditional independence and apply
Kac = KabK −1

bb Kbc from Theorem B.29.
We will do so for each term in the matrix individually. First of all, we note that the top

left term equals Σbb , which we already knew. The top right term becomes

Σbc = Kbc −Kba
(
Kaa + Σ̂

)−1
KabK −1

bb Kbc (B.161)

=
(
Kbb −Kba

(
Kaa + Σ̂

)−1
Kab

)
K −1

bb Kbc

=ΣbbK −1
bb Kbc .
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The bottom left term Σcb is simply the transpose of Σbc . (Note that all involved matrices
are symmetric.) Finally, the bottom right term equals

Σcc = Kcc −KcbK −1
bb Kba

(
Kaa + Σ̂

)−1
KabK −1

bb Kbc (B.162)

= Kcc −KcbK −1
bb (Kbb −Σbb)K −1

bb Kbc .

That leaves us with the mean µb,c . Theorem B.22 tells us that it equals[
µb

µc

]
=

[
mb

mc

]
+

[
Kba

Kca

]
(Kaa + Σ̂)−1 (

µ̂−ma
)

. (B.163)

The top term now directly equals µb , which again confirms what we already knew. The
bottom term can be rewritten to

µc = mc +Kca(Kaa + Σ̂)−1 (
µ̂−ma

)
(B.164)

= mc +KcbK −1
bb Kba(Kaa + Σ̂)−1 (

µ̂−ma
)

= mc +KcbK −1
bb

(
µb −mb

)
.

And with this term we have completed the proof.

The above theorem is useful, because it allows us to calculate xc in steps. First we
use our measurement of x a to calculate the posterior distribution of xb . Then we can
discard all data concerning x a , because knowing the posterior distribution of xb is suf-
ficient to calculate the posterior distribution of xc . In fact, that is the whole idea behind
conditional independence. What it effectively comes down to, is that x a and xc can only
‘exchange information’ through xb .

There is also an alternative view on the above theorem. We can also derive it through
merging distributions. The following theorem explains how this works.

Theorem B.31. The following merging of the prior and measured distributions

N

([
ma

mb

]
,

[
Kaa Kab

Kba Kbb

])
⊕N

([
µ̂

∗
]

,

[
Σ̂ ∗
∗ ∞

])
(B.165)

results in (B.158), while the following merging of the prior distribution of xb,c and poste-
rior distribution of xb and unmerging of the prior distribution of xb

N

([
mb

mc

]
,

[
Kbb Kbc

Kcb Kcc

])
⊕N

([
µb

∗
]

,

[
Σbb ∗
∗ ∞

])
ªN

([
mb

∗
]

,

[
Kbb ∗
∗ ∞

])
(B.166)

results in (B.159).

Proof. The first of these two claims is trivial. The reason is that (B.158) followed from
Theorem B.22 which was proven by merging these exact distributions and working out
the results. So the proof is identical to the proof of Theorem B.22.

For the second claim, we need some more mathematics. It helps if we first resolve
the unmerge ª sign. Let’s define its resolution as

N
(
µ̄b , Σ̄bb

)≡N
(
µb ,Σbb

)ªN (mb ,Kbb) (B.167)

=N
((
Σ−1

bb −K −1
bb

)−1 (
Σ−1

bbµb −K −1
bb mb

)
,
(
Σ−1

bb −K −1
bb

)−1
)

.
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Next, we merge this together with the prior distribution of xb,c , while applying Theo-
rem B.22. As covariance matrix, we now get[

Σbb Σbc

Σcb Σcc

]
=

[
Kbb

(
Kbb + Σ̄bb

)−1
Σ̄bb Σ̄bb

(
Kbb + Σ̄bb

)−1
Kbc

Kcb
(
Kbb + Σ̄bb

)−1
Σ̄bb Kcc −Kcb

(
Kbb + Σ̄bb

)−1
Kbc

]
. (B.168)

All of the terms in the matrix contain
(
Kbb + Σ̄bb

)−1
. So to rewrite this, it helps if we use

definition (B.167) of Σ̄bb to find that(
Kbb + Σ̄bb

)−1 = K −1
bb

(
K −1

bb + Σ̄−1
bb

)−1
Σ̄−1

bb (B.169)

= K −1
bb

(
K −1

bb +Σ−1
bb −K −1

bb

)−1
Σ̄−1

bb

= K −1
bb ΣbbΣ̄

−1
bb

= K −1
bb Σbb

(
Σ−1

bb −K −1
bb

)
= K −1

bb (Kbb −Σbb)K −1
bb .

By cleverly inserting the right lines from (B.169) (or their transposes) into (B.168), we can
turn it into[

Σbb Σbc

Σcb Σcc

]
=

[
Σbb ΣbbK −1

bb Kbc

KcbK −1
bb Σbb Kcc −KcbK −1

bb (Kbb −Σbb)K −1
bb Kbc

]
, (B.170)

which equals the covariance from (B.159). Evaluating the mean is done similarly. Theo-
rem B.22 tells us that [

µb

µc

]
=

[
mb +Kbb

(
Kbb + Σ̄bb

)−1 (
µ̄b −mb

)
mc +Kcb

(
Kbb + Σ̄bb

)−1 (
µ̄b −mb

)] . (B.171)

The common term in both of the above vector elements is
(
Kbb + Σ̄bb

)−1 (
µ̄b −mb

)
. By

using definition (B.167) of µ̄b and by using the third line of (B.169), we can write this as(
Kbb + Σ̄bb

)−1 (
µ̄b −mb

)= K −1
bb ΣbbΣ̄

−1
bb

(
Σ̄bb

(
Σ−1

bbµb −K −1
bb mb

)−mb
)

(B.172)

= K −1
bb

(
µb −Σbb

(
K −1

bb mb + Σ̄−1
bb mb

))
= K −1

bb

(
µb −mb

)
.

Using this result will turn (B.171) into[
µb

µc

]
=

[
µb

mc +KcbK −1
bb

(
µb −mb

)] , (B.173)

which equals the mean from (B.159). This shows that this merging of distributions gives
exactly the same result and is hence equivalent.

The above theorem tells us that, by merging the distributions according to the de-
scribed method, we silently also assume that x a and xc are conditionally independent
given xb . This happens when we only use the posterior distribution of xb (ignoring our
data about x a ) to predict the posterior distribution of xc .
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B.6.2. CONDITIONAL INDEPENDENCE BETWEEN VECTOR ELEMENTS
Previously we have assumed that x a and xc is conditionally independent given xb . We
can take that one step further by assuming that every element of x a is also conditionally
independent with respect to each other (and still with respect to xc ) given xb . In other
words, we assume that

fx a ,xc |xb=xb (xa , xc ) = fxa1
|xb=xb (xa1 ) . . . fxana

|xb=xb (xana
) fxc |xb=xb (xc ), (B.174)

where xa1
, . . . , xan

are the elements of x a and na denotes the size of x a . According to
Theorem B.29, for Gaussian variables this assumption is equivalent to assuming that

Kai a j = Kai bK −1
bb Kba j (B.175)

for i 6= j . So the non-diagonal elements of Kaa are assumed to satisfy the above rela-
tion, while the non-diagonal elements of Kaa remain what they were. In other words, we
assume that Kaa equals

Kaa = KabK −1
bb Kba +diag

(
Kaa −KabK −1

bb Kba
)= KabK −1

bb Kba +Λaa , (B.176)

where we have defined the diagonal matrixΛaa as

Λaa ≡ diag
(
Kaa −KabK −1

bb Kba
)

. (B.177)

Note that the above is the formal definition, but our assumptions also imply that

Λaa = Kaa −KabK −1
bb Kba . (B.178)

As such, we use the notation thatΛpq = Kpq −KpbK −1
bb Kbq , for any sensible subscripts p

and q .
The matrix Λaa also has an intuitive meaning. We know that, if xb is known deter-

ministically, then the remaining variance of x a will equalΛaa = Kaa−KabK −1
bb Kba . In this

expression, Kaa can be seen as ‘The structure which a priori is present within x a ,’ while
the intuitive meaning of KabK −1

bb Kba is ‘The structure within x a which can be explained
using knowledge from xb .’ As such, Λaa can be seen as ‘The part within the distribu-
tion of x a which can never be explained using knowledge from xb .’ Normally the matrix
Kaa−KabK −1

bb Kba is not necessarily diagonal, but if we assume that all elements of x a are
conditionally independent given xb , thenΛaa does become diagonal.

Subject to these extra assumptions, we can rederive the previous couple of theorems
from Section B.6.1. We start with an equivalent version to Theorem B.30.

Theorem B.32. Consider the assumptions of Theorem B.30. When we additionally as-
sume that all elements of x a are conditionally independent given xb , the posterior distri-
bution of x a,b becomes

x a,b ∼N (xa,b |µa,b ,Σa,b), (B.179)[
Σaa Σab

Σba Σbb

]
=

[((
KabK −1

bb Kba +Λaa
)−1 + Σ̂−1

)−1
Σ̂

(
KabK −1

bb Kba +Λaa + Σ̂
)−1

Kab

Kba
(
KabK −1

bb Kba +Λaa + Σ̂
)−1

Σ̂ Kbb −Kba
(
KabK −1

bb Kba +Λaa + Σ̂
)−1

Kab

]
,

[
µa

µb

]
=

[
ma + (

KabK −1
bb Kba +Λaa

)(
KabK −1

bb Kba +Λaa + Σ̂
)−1 (

µ̂−ma
)

mb +Kba(KabK −1
bb Kba +Λaa + Σ̂)−1

(
µ̂−ma

) ]
,
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while the posterior distribution of xb,c remains (B.159).

Proof. The only difference between this theorem and Theorem B.30 is that we have as-
sumed that (B.176). This immediately turns (B.158) into (B.179), while it does not af-
fect (B.159) in any way.

The above theorem is not directly useful, because it does exactly the same as Theo-
rem B.30. However, it does offer extra possibilities. In many applications of this theorem
(see Section 4.1.4) the vector x a is much larger than the vector xb . As such, we would
be better off inverting a matrix of size nb ×nb than one of size na ×na . The following
theorem tells us how we can arrange that.

Theorem B.33. Expression (B.179) of Theorem B.32 can be rewritten to

x a,b ∼N (xa,b |µa,b ,Σa,b), (B.180)[
Σaa Σab

Σba Σbb

]
=

[(
Λ−1

aa + Σ̂−1
)−1 + Σ̂Λ̂−1

aaKab∆
−1
bb KbaΛ̂

−1
aaΣ̂ Σ̂Λ̂−1

aaKab∆
−1
bb Kbb

Kbb∆
−1
bb KbaΛ̂

−1
aaΣ̂ Kbb∆

−1
bb Kbb

]
,

[
µa

µb

]
=

[(
Λ−1

aa + Σ̂−1
)−1 (

Λ−1
aa ma + Σ̂−1µ̂

)+ Σ̂Λ̂−1
aaKab∆

−1
bb KbaΛ̂

−1
aa

(
µ̂−ma

)
mb +Kbb∆

−1
bb KbaΛ̂

−1
aa

(
µ̂−ma

) ]
,

where we have defined Λ̂aa and ∆bb as

Λ̂aa ≡Λaa + Σ̂, (B.181)

∆bb ≡ Kbb +Kba
(
Λaa + Σ̂

)−1
Kab . (B.182)

Proof. To do this, we will rewrite each term of (B.179) separately. Starting with Σbb , we
find through the matrix inversion lemma (Theorem A.7) that it equals

Σbb = Kbb

(
K −1

bb −K −1
bb Kba

(
KabK −1

bb Kba +Λaa + Σ̂
)−1

KabK −1
bb

)
Kbb (B.183)

= Kbb

(
Kbb +Kba

(
Λaa + Σ̂

)−1
Kab

)−1
Kbb ,

which equals Kbb∆
−1
bb Kbb , as we wanted to prove. We continue with Σab which (through

Theorem A.8) can be rewritten to

Σab = Σ̂(
KabK −1

bb Kba +Λaa + Σ̂
)−1

KabK −1
bb Kbb (B.184)

= Σ̂(
Λaa + Σ̂

)−1
Kab∆

−1
bb Kbb .

Identically,Σba equalsΣT
ab . That leavesΣaa . We can write this as Kaa−Kaa

(
Kaa + Σ̂

)−1
Kaa ,

but identically we can also write it as

Σaa = Σ̂− Σ̂(
KabK −1

bb Kba +Λaa + Σ̂
)−1

Σ̂ (B.185)

= (
Λaa + Σ̂

)(
Λaa + Σ̂

)−1
Σ̂− Σ̂

((
Λaa + Σ̂

)−1 − (
Λaa + Σ̂

)−1
Kab∆

−1
bb Kba

(
Λaa + Σ̂

)−1
)
Σ̂

=Λaa
(
Λaa + Σ̂

)−1
Σ̂+ Σ̂(

Λaa + Σ̂
)−1

Kab∆
−1
bb Kba

(
Λaa + Σ̂

)−1
Σ̂,
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which equals the result from (B.180). That completes our proof for the covariance matrix
and leaves us with the mean vector. The good news is that we can reuse some of our
earlier results. For instance, for µb we have

µb = mb +ΣbaΣ̂
−1 (

µ̂−ma
)

(B.186)

= mb +Kbb∆
−1
bb Kba

(
Λaa + Σ̂

)−1 (
µ̂−ma

)
.

Similarly, for µa we have

µa = ma +ΣaaΣ̂
−1 (

µ̂−ma
)

(B.187)

= (
Λaa + Σ̂

)(
Λaa + Σ̂

)−1
ma

+
(
Λaa

(
Λaa + Σ̂

)−1 + Σ̂(
Λaa + Σ̂

)−1
Kab∆

−1
bb Kba

(
Λaa + Σ̂

)−1
)(
µ̂−ma

)
= Σ̂(

Λaa + Σ̂
)−1

ma +Λaa
(
Λaa + Σ̂

)−1
µ̂+ Σ̂(

Λaa + Σ̂
)−1

Kab∆
−1
bb Kba

(
Λaa + Σ̂

)−1 (
µ̂−ma

)
,

which equals the result from (B.180), completing the proof.

In the above theorem, the expressions for the distribution of xb are surprisingly com-
pact. But that’s not their only upside. Their main advantage is that, to calculate the pos-
terior distribution of xb , we only have to invert the diagonal matrices Λaa and Σ̂ (and
sums of them) and the relatively small matrix ∆bb . This requires much less computa-
tional time than what we needed to do before.

The expressions describing the distribution of x a are more complicated though, but
as such also more interesting. The expression for the mean µa consists of two parts.

The first part
(
Λ−1

aa + Σ̂−1
)−1 (

Λ−1
aa ma + Σ̂−1µ̂

)
can be seen as the merger of the measure-

ment N
(
µ̂, Σ̂

)
and the part N (ma ,Λaa) of the prior distribution of each element xai

of
x a for which xb can never provide information. The other part then is the information
corresponding to x a which is passed through xb .

There is also a more intuitive view of the above theorem. What it basically comes
down to, is that we first use the first measurement N

(
µ̂1, Σ̂1,1

)
to predict the distribution

of xb . Then we use the second measurement N
(
µ̂2, Σ̂2,2

)
to predict xb all over again. We

keep doing this, until we have na separate distributions of xb . We then merge all these
distributions together and unmerge (na −1) times the prior distribution (which we have
used na times; once in each of the na predictions) to get out final result. This process
has been visualized in Figure 4.2. The result which we get is exactly the same as the
result from Theorems B.32 and B.33. The following theorem proves this.
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Theorem B.34. The following merging of distributions

N




ma1

∗
...

mb

 ,


Ka1a1 ∗ ·· · Ka1b

∗ ∞ ·· · ∗
...

...
. . .

...
Kba1 ∗ ·· · Kbb


⊕N



µ̂1

∗
...
∗

 ,


Σ̂1,1 ∗ ·· · ∗
∗ ∞ ·· · ∗
...

...
. . .

...
∗ ∗ ·· · ∞


⊕ . . .

⊕N




∗
...

mana

mb

 ,


∞ ··· ∗ ∗
...

. . .
...

...
∗ ·· · Kana ana

Kana b

∗ ·· · Kbana
Kbb


⊕N




∗
...

µ̂na

∗

 ,


∞ ··· ∗ ∗
...

. . .
...

...
∗ ·· · Σ̂na ,na ∗
∗ ·· · ∗ ∞




ªN




∗
...
∗

mb

 ,


∞ ··· ∗ ∗
...

. . .
...

...
∗ ·· · ∞ ∗
∗ ·· · ∗ Kbb




︸ ︷︷ ︸
(na −1) times

, (B.188)

which uses individual measurements of N
(
µ̂, Σ̂

)
, gives the same result as Theorems B.32

and B.33.

Proof. The key to proving this is to separately merge all prior distributions together and
to merge all measured distributions together. If we merge the measured distributions
(the rightmost distributions of (B.188)) we get, according to Theorem B.21, the distribu-
tion

N

([
µ̂

∗
]

,

[
Σ̂ ∗
∗ ∞

])
. (B.189)

Now let’s look at what happens when we merge all the other (leftmost) distributions
together. We start with the covariance matrix of this merger. When finding it, we will
use Theorem A.6 to invert a blockwise matrix. We also note that per definition Λai ai =
Kai ai −Kai bK −1

bb Kbai . Theorem B.21 now implies that the covariance matrix of the merger
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equals


Λ−1
a1a1

0 · · · −Λ−1
a1a1

Ka1bK −1
bb

0 0 · · · 0
...

...
. . .

...
−K −1

bb Kba1Λ
−1
a1a1

0 · · · K −1
bb +K −1

bb Kba1Λ
−1
a1a1

Ka1bK −1
bb

+ . . . (B.190)

+


0 · · · 0 0
...

. . .
...

...
0 · · · Λ−1

ana ana
−Λ−1

ana ana
Kana bK −1

bb
0 · · · −K −1

bb Kbana
Λ−1

ana ana
K −1

bb +K −1
bb Kbana

Λ−1
ana ana

Kana bK −1
bb



− (na −1)


0 · · · 0 0
...

. . .
...

...
0 · · · 0 0
0 · · · 0 K −1

bb



−1

=
[

Λ−1
aa −Λ−1

aaKabK −1
bb

−K −1
bb KbaΛ

−1
aa K −1

bb +K −1
bb KbaΛ

−1
aaKabK −1

bb

]
.

If we replaceΛaa in the above expression by

Λaa =Λaa +KabK −1
bb Kba −KabK −1

bb Kba = Kaa −KabK −1
bb Kba , (B.191)

then Theorem A.6 directly turns the above into[
Kaa Kab

Kba Kbb

]
, (B.192)

subject to the assumption that the elements of x a are conditionally independent given
xb . If we subsequently also apply Theorem B.21 to find the mean vector of the merger,

we identically find that it will equal

[
ma

mb

]
. So the merging of the leftmost matrices

from (B.188) gives us the prior distribution of x a,b , while the merging of the rightmost
matrices gives us the measured distribution. In other words, (B.188) is effectively the
merging of the prior distribution of x a,b together with the measured distribution. And
it is this exact merger which is the starting point of Theorem B.22 through which The-
orem B.32 is proven. This means that the outcome must also be the same, proving
that (B.188) will result in (B.179) and equivalently also in (B.180).

B.6.3. CONDITIONAL INDEPENDENCE OF PARTS OF A VECTOR
So far we have studied conditional independence for x a as full vector (with respect to
xc given xb ) as well as conditional independence for the individual elements of x a . We
can step in-between these ideas and split x a up into vector parts x a1

, . . . , x anp
, where np

denotes the number of parts. These parts can be of equal size or of different size, as long
as all parts together form x a without overlap.

We now assume that each of these parts x a1
, . . . , x anp

as well as xc are conditionally

independent given xb . How does this new assumption affect our theorems? The next
theorem argues that it does not really affect anything at all, except for one minor defini-
tion change.
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Theorem B.35. If we redefineΛaa to

Λaa = blkdiag
(
Kaa −KabK −1

bb Kba
)

, (B.193)

then Theorems B.32 through B.34 still hold in exactly the same form.

Proof. The proofs of the given theorems are almost not affected by our new assump-
tion. The only difference is that, instead of using individual elements xa1

, xa2
, . . ., we now

use individual vector parts x a1
, x a2

, . . .. As a result, Λaa will not be diagonal but block-
diagonal. Taking into account this difference, the proofs remain the same, implying that
the theorems also hold in the same form.

B.6.4. ONLINE UPDATING OF DISTRIBUTIONS
Let’s take a small step back. Suppose that all the elements of x a are conditionally inde-
pendent, given xb , just like in Section B.6.2. Also suppose that we know the posterior
distribution N

(
µb ,Σbb

)
of xb , after having done the measurement N

(
µ̂, Σ̂

)
.

What we will do now is add an extra point to x a . We write this extra point as x+. It
has x+ ∼ N (m+,K++) as prior distribution, and its prior covariance with xb is known
to be K+b . It is also assumed to be conditionally independent with respect to all the
other elements of x a , and just like all other elements, we have also measured it, giving
us a measured distribution of x+ ∼ N

(
µ̂+, Σ̂++

)
. The question now is ‘What is the new

posterior distribution of xb , given this new measurement?’
We could of course solve this by replacing

x a ∼N (ma ,Kaa) →
[

x a
x+

]
∼N

([
ma

m+

]
,

[
Kaa KabK −1

bb Kb+
K+bK −1

bb Kba K++

])
, (B.194)

N
(
µ̂, Σ̂

)→N

([
µ̂

µ̂+

]
,

[
Σ̂ 0
0 Σ̂++

])
,

and then redo all our calculations using Theorem B.32. However, given that all elements
of x a are conditionally independent, given xb , we can do something more efficient;
something that does not even require knowledge about the other elements of x a . We
can update the distribution of xb directly! The following theorem tells us how.

Theorem B.36. Assume that all elements of x a and x+ are conditionally independent
given xb . Also assume that the measurement x a ∼ N

(
µ̂, Σ̂

)
has given us a posterior dis-

tribution xb ∼ N
(
µb ,Σbb

)
, according to Theorem B.32. If we now also incorporate the

measurement x+ ∼N
(
µ̂+, Σ̂++

)
, then the posterior distribution of xb will equal

xb ∼N
(
µ+

b ,Σ+
bb

)
, (B.195)

Σ+
bb =Σbb −ΣbbK −1

bb Kb+Σ−1
++K+bK −1

bb Σbb ,

µ+
b =µb +ΣbbK −1

bb Kb+Σ−1
++

(
µ̂+− (

m++K+bK −1
bb

(
µb −mb

)))
,

where we have defined

Σ++ ≡Λ+++ Σ̂+++K+bK −1
bb ΣbbK −1

bb Kb+ (B.196)

= K+++ Σ̂++−K+bK −1
bb (Kbb −Σbb)K −1

bb Kb+. (B.197)
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Proof. We will prove this using the relations for µb and Σbb from Theorem B.33. Let’s
start with the covariance matrix. Its old value was

Σbb = Kbb

(
Kbb +Kba

(
Λaa + Σ̂

)−1
Kab

)−1
Kbb . (B.198)

Personally, I’m kind of tired of writing Σ̂ everywhere, so let’s set up a new notation to
prevent having to do that all the time. Let’s define

K̂aa ≡ Kaa + Σ̂, (B.199)

Λ̂aa ≡Λaa + Σ̂= Kaa + Σ̂−KabK −1
bb Kba , (B.200)

K̂++ ≡ K+++ Σ̂++, (B.201)

Λ̂++ ≡Λ+++ Σ̂++ = K+++ Σ̂++−K+bK −1
bb Kb+. (B.202)

So a hat-symbol in this case means that the term Σ̂ or Σ̂++ has been pulled in. Using this
new notation, we can see that the new value of Σbb (written as Σ+

bb) equals

Σ+
bb = Kbb

(
Kbb +

[
Kba Kb+

][
Λ̂aa 0

0 Λ̂++

][
Kab

K+b

])−1

Kbb (B.203)

= (
K −1

bb +K −1
bb KbaΛ̂

−1
aaKabK −1

bb +K −1
bb Kb+Λ̂−1

++K+bK −1
bb

)−1

= (
Σ−1

bb +K −1
bb Kb+Λ̂−1

++K+bK −1
bb

)
.

We can rewrite it through the matrix inversion lemma (Theorem A.7). When we do, we
directly find that

Σ+
bb =Σbb −ΣbbK −1

bb Kb+
(
Λ̂+++K+bK −1

bb ΣbbK −1
bb Kb+

)−1
K+bK −1

bb Σbb (B.204)

=Σbb −ΣbbK −1
bb Kb+Σ−1

++K+bK −1
bb Σbb ,

where we have used (B.196). The above now equals the result from (B.195).
Next, we will prove the relation for the new mean µ+

b . We know from Theorem B.33
that the old value of µb was

µb = mb +Kbb
(
Kbb +KbaΛ̂

−1
aaKab

)−1
KbaΛ̂

−1
aa

(
µ̂−ma

)
(B.205)

= mb +ΣbbK −1
bb KbaΛ̂

−1
aa

(
µ̂−ma

)
.

The new mean µ+
b now equals

µ+
b = mb +Kbb

(
Kbb +KbaΛ̂

−1
aaKab +Kb+Λ̂−1

++K+b
)−1 (

KbaΛ̂
−1
aa

(
µ̂−ma

)+Kb+Λ̂−1
++

(
µ̂+−m+

))
= mb +Σ+

bbK −1
bb

(
KbbΣ

−1
bb

(
µb −mb

)+Kb+Λ̂−1
++

(
µ̂+−m+

))
. (B.206)

Note that we have used the new covarianceΣ+
bb . If we insert the result that we just found,

the above reduces to

µ+
b = mb + (

Σbb −ΣbbK −1
bb Kb+Σ−1

++K+bK −1
bb Σbb

)
Σ−1

bb

(
µb −mb

)
(B.207)

+ (
Σbb −ΣbbK −1

bb Kb+Σ−1
++K+bK −1

bb Σbb
)

K −1
bb Kb+Λ̂−1

++
(
µ̂+−m+

)
=µb −ΣbbK −1

bb Kb+Σ−1
++K+bK −1

bb

(
µb −mb

)
+ΣbbK −1

bb Kb+Σ−1
++

(
Σ++−K+bK −1

bb ΣbbK −1
bb Kb+

)
Λ̂−1
++

(
µ̂+−m+

)
.
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We can simplify this by applying (B.196). The above then reduces to

µ+
b =µb +ΣbbK −1

bb Kb+Σ−1
++

(
µ̂+−m+−K+bK −1

bb

(
µb −mb

))
, (B.208)

which equals the result we wanted to obtain.

We have derived the above theorem in the setting of Section B.6.2: we have assumed
conditional independence between all elements of x a as well as the new element x+. We
can also derive the theorem in the setting of Section B.6.3. That is, we assume condi-
tional independence between the vector parts x a1

, . . . , x anp
as well as the new vector x+

which we will add. If this new vector has a prior distribution of x+ ∼N (m+,K++) and a
measured distribution of x+ ∼N

(
µ̂+, Σ̂++

)
, then we can incorporate this in an identical

way as we would incorporate a single point. We get the update law

xb ∼N
(
µ+

b ,Σ+
bb

)
, (B.209)

Σ+
bb =Σbb −ΣbbK −1

bb Kb+Σ−1
++K+bK −1

bb Σbb ,

µ+
b =µb +ΣbbK −1

bb Kb+Σ−1
++

(
µ̂+− (

m++K+bK −1
bb

(
µb −mb

)))
.

This can be proven similarly to the proof of Theorem B.36. We just need to make a few
adjustments because some previously scalar terms are not scalar anymore. These ad-
justments don’t convey much any insight though, so I will omit them here.

Instead, I want to look at something else. We know it is possible to add a whole new
vector part x+ to x a . But what do we do if we have a new point x+ ∼N (m+,K++) which
we want to add to an already existing part x ai

of x a ? That is, we do not assume that x a is
conditionally independent given xb with respect to the other elements within x ai

. (We
do assume that it is conditionally independent given xb with respect to the other parts
of x a .) In this case, we do need to take into account the other elements of x ai

. How that
works is explained by the following theorem.

Theorem B.37. Assume that the parts x a1
, . . . , x anp

of x a are conditionally independent

given xb . Also assume that the measurement x a ∼ N
(
µ̂, Σ̂

)
has given us a posterior dis-

tribution xb ∼ N
(
µb ,Σbb

)
, according to Theorem B.35. If we now add an element x+

to the vector part x a1
, such that x+ is conditionally independent given xb with respect

to other parts of x a but not with respect to x a1
, and if we incorporate the measurement

x+ ∼N
(
µ̂+, Σ̂++

)
, then the posterior distribution of xb will equal

xb ∼N
(
µ+

b ,Σ+
bb

)
, (B.210)

Σ+
bb =Σbb −ΣbbK −1

bb K̃b+Σ̃−1
++K̃+bK −1

bb Σbb ,

µ+
b =µb +ΣbbK −1

bb K̃b+Σ̃−1
++

(
µ̂+− (

m̃++ K̃+bK −1
bb

(
µb −mb

)))
,

where we have adjusted the definitions ofΛ++, Kb+, K+b , Σ++ and m+ according to

Λ̃++ ≡Λ+++ Σ̂++−Λ+a1

(
Λa1a1 + Σ̂a1a1

)−1
Λa1+, (B.211)

K̃b+ ≡ Kb+−Kba1

(
Λa1a1 + Σ̂a1a1

)−1
Λa1+ ≡ K̃ T

+b , (B.212)

Σ̃++ ≡ Λ̃+++ K̃+bK −1
bb ΣbbK −1

bb K̃b+, (B.213)

m̃+ ≡ m++Λ+a1

(
Λa1a1 + Σ̂a1a1

)−1 (
µ̂a1 −ma1

)
, (B.214)
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and where the subscript a1 refers to the part x a1
and not the element xa1

.

Proof. The proof of this is very similar to the proof of Theorem B.36. In fact, we will
again use the hat-notation from (B.199) to (B.202). Nevertheless, there are a few notable
differences between the proofs.

These differences mainly concern the term Kbb +KbaΛ̂
−1
aaKab within the expression

forΣbb . Earlier, when the elements of x a were all conditionally independent with respect
to each other, we could write this as

Kbb +KbaΛ̂
−1
aaKab = Kbb +

nm∑
i=1

Kbai Λ̂ai ai Kai b , (B.215)

where we have
Λ̂ai ai = K̂ai ai −Kai bK −1

bb Kbai . (B.216)

The main difference lies in that we are now not adding over individual elements, but over
parts of x a . That is, we now have

Kbb +KbaΛ̂
−1
aaKab = Kbb +

np∑
i=1

Kbai Λ̂ai ai Kai b , (B.217)

where the subscript ai now does not relate the the element xai
but to the part x a1

. This

means that Λ̂ai ai still satisfies (B.216), but is now a matrix instead of a scalar. In this case,
if we add a single point x+ to x a1

, the above becomes

Kbb +KbaΛ̂
−1
aaKab → Kbb +

[
Kba1 Kb+

][
Λ̂a1a1 Λa1+
Λ+a1 Λ̂++

]−1 [
Ka1b

K+b

]
+

(
np∑
i=2

Kbai Λ̂ai ai Kai b

)
,

= Kbb +
(

np∑
i=1

Kbai Λ̂ai ai Kai b

)
+ [

Kba1 Kb+
][
Λ̂a1a1 Λa1+
Λ+a1 Λ̂++

]−1 [
Ka1b

K+b

]
−Kba1Λ̂

−1
a1a1

Ka1b .

In the expression forΣbb , we used to have only the first two terms. To be precise, together
they equaled KbbΣ

−1
bb Kbb . The last two terms are new though, so let’s focus on those. We

will rewrite them, first using Theorem A.6 to expand the matrix inverse and then using
definition B.211 of Λ̃++ for easy notation. This will turn these last two terms into

[
Kba1 Kb+

][
Λ̂−1

a1a1
+ Λ̂−1

a1a1
Λa1+Λ̃−1++Λ+a1Λ̂

−1
a1a1

−Λ̂−1
a1a1

Λa1+Λ̃−1++
−Λ̃−1++Λ+a1Λ̂

−1
a1a1

Λ̃−1++

][
Ka1b

K+b

]
−Kba1Λ̂

−1
a1a1

Ka1b

= [
Kba1 Kb+

][−Λ̂−1
a1a1

Λa1+
1

]
Λ̃−1
++

[−Λ+a1Λ̂
−1
a1a1

1
][

Ka1b

K+b

]
(B.218)

= (
Kb+−Kba1Λ̂

−1
a1a1

Λa1+
)
Λ̃−1
++

(
K+b −Λ+a1Λ̂

−1
a1a1

Ka1b
)

= K̃b+Λ̃−1
++K̃+b .

It follows that the new covariance matrix Σ+
bb is given by

Σ+
bb = Kbb

(
Kbb +KbaΛ̂

−1
aaKab + K̃b+Λ̃−1

++K̃+b
)−1

Kbb . (B.219)
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We have already seen this expression before, in the proof of Theorem B.36, albeit without
the tilde. As such, the result will also be the same, equaling the result from (B.210).

We can do something similar for the mean. The new mean µ+
b can be written as

µ+
b = mb +Σ+

bbK −1
bb

(
KbaΛ̂

−1
aa

(
µ̂−ma

)
(B.220)

+ [
Kba1 Kb+

][
Λ̂a1a1 Λa1+
Λ+a1 Λ̂++

]−1 ([
µ̂a1

µ̂+

]
−

[
ma1

m+

])
−Kba1Λ̂

−1
a1a1

(
µ̂a1 −ma1

))
= mb +Σ+

bbK −1
bb

(
KbbΣ

−1
bb

(
µb −mb

)
+ [

Kba1 Kb+
][−Λ̂−1

a1a1
Λa1+

1

]
Λ̃−1
++

[−Λ+a1Λ̂
−1
a1a1

1
][
µ̂a1 −ma1

µ̂+−m+

])
= mb +Σ+

bbK −1
bb

(
KbbΣ

−1
bb

(
µb −mb

)+ K̃b+Λ̃−1
++

(
µ̂+−m̃+

))
.

we have seen this relation before at (B.206). Because of this, the result must also be the
same, equaling the result from (B.210).

The adjustments we have made to Λ++, Kb+, K+b , Σ++ and m+ can be seen as com-
pensations to take into account the fact that x a1

and x+ are not conditionally indepen-
dent given xb . If they are, then we will have Λ+a1 = Λa1+ = 0 and the above Theorem
reduces to Theorem B.36.

We should note here that it is not only possible to add new elements x+ to the part
x a1

, but also to any other parts x ai
. I just picked x a1

to make our notation a bit easier.
We should also keep in mind though, that the bigger x ai

is, the longer the update will

take. It does help if we keep track of the matrix
(
Λai ai + Σ̂ai ai

)−1
as it grows, but still we

should make sure that the parts x ai
do not grow too large or our algorithm will become

slow.
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LINEAR SYSTEMS THEORY

Summary — A linear system is a system in which the state derivative linearly depends on
the state itself and possibly on the input and on process noise. When no noise is present, the
state evolution can be calculated analytically. When Gaussian white noise is present, the
state will be a Gaussian random variable, whose mean and covariance can be calculated
analytically at every point in time.

For such systems, we can define a quadratic cost function, completing the Linear Quadratic
Gaussian (LQG) set-up. This cost function can optionally also be discounted over time.
The resulting cost will not have a Gaussian distribution but a generalized noncentral χ2-
distribution. It is possible to calculate the expected value as well as the cost variance ana-
lytically.

When an input is present, it is also possible to find the optimal control law minimizing
the expected cost. This optimal control law will be linear and can be calculated analyti-
cally as well. In addition, when a measurement equation including measurement noise is
present, an observer can be set up for the system to approximate the system state. When
this observer is optimal – minimizing the steady-state error covariance – then the separa-
tion principle can be applied. We can feed this state estimate to the optimal control law
and optimally control the system in this way.

‘Optimal’ here still means minimizing the expected cost. When the goal is not to minimize
the expected cost, but to minimize the chance that the cost exceeds a given threshold, a
different control strategy may need to be applied. It may then be better to for instance
reduce the cost variance.
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In this appendix we look at linear systems. Specifically, we look at linear systems subject
to Gaussian process/measurement noise and with a quadratic cost function that needs
to be minimized. The resulting subject is known as Linear Quadratic Gaussian (LQG)
control.

We start by looking at how the state evolves over time for such systems (Section C.1).
We then look at how we can calculate the expected value of the cost (Section C.2). Sub-
sequently we add input, which allows us to minimize this cost (Section C.3). Eventually
we further study the cost function, mostly examining expressions for its variance (Sec-
tion C.4). At the end we set up a few applications of the derived methods (Section C.5)
and look at the state of the literature (Section C.6).

C.1. LINEAR SYSTEMS AND THEIR EVOLUTION
We will first examine the definition of a linear system, as we will use it here (Section C.1.1).
Then we look at how the distribution of the system state evolves over time (Section C.1.2).
These ideas are far from novel and can for instance be found in Anderson and Moore
(1990), Skogestad and Postlethwaite (2005), Bosgra et al. (2008).

C.1.1. SYSTEM DEFINITION
In this appendix we study continuous-time linear systems subject to process noise. There
are multiple ways to write such a system and we start by examining two different such
methods.

We first look at the most common notation in control theory applications. It is used
by for instance Skogestad and Postlethwaite (2005). Here we write our system as

ẋ(t ) = Ax(t )+v (t ), (C.1)

where x(t ) is the state and A is the system matrix. Additionally, v (t ) is the process noise,
where the underline means it is a random variable. (Appendix B can tell you more about
random variables.)

We assume that v (t ) is zero-mean Gaussian white noise with intensity V . The ‘Gaus-
sian’ part implies that v (t ) is a time-dependent Gaussian process, the ‘zero-mean’ part
implies that the mean function m(t ) = 0 equals zero and the ‘white noise’ part implies
that v (t ) and v (t ′) are uncorrelated. In other words, the covariance function of v (t ) is
k(t , t ′) =V δ(t − t ′), with δ(.) the (Dirac) Delta function.

The problem which many mathematicians have with this formulation is that the sig-
nal v (t ) cannot exist. It is not measurable with nonzero probability, because effectively
the variance k(t , t ) is infinite. In addition, it is not continuous because v (t ) and v (t ′) are
not correlated, even when t and t ′ are nearly equal.

The issues behind this are well outlined in Øksendal (1985). This book also suggests
a more formal way of writing linear systems. While many control engineers prefer the
above notation, most formal mathematicians would rather write a linear system as

d x(t ) = Ax(t )d t +d w (t ), (C.2)

where w (t ) is a vector of Brownian motions. The above can subsequently be evaluated
using Itô integrals. You can learn more about those in the book by Øksendal (1985), or if
you are enthusiastic in the original work by Itô (1951).
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But what is a Brownian motion? I do not want to go into depth on the details here –
for a full treatise, see Mörters and Peres (2010) – but I will give a short summary. You can
intuitively see a Brownian motion w (t ) as a ‘random walk’. At t = 0 we start at w (t ) = 0.
Then, at every point in time, we take a small step. The size of this step is related to the
motion parameter W , but the direction is random. We may happen to walk in the same
direction as previously, or go back. As a result, the meanE[w (t )] of our position remains
zero. However, as time passes, the distance we are likely to be from our starting position
increases, causing the varianceE[w (t )w T (t )] to increase linearly as W t .

If we compare (C.1) with (C.2), we see that v (t ) actually equals
d w (t )

d t . And if we inte-
grate the Gaussian process v (t ) using the techniques from Section 2.5.4 to get w (t ), we
find that w (t ) actually is a Gaussian process with mean function

m(t ) =
∫ t

0
0d s = 0 (C.3)

and covariance function

k(t , t ′) =
∫ t

0

∫ t ′

0
V δ(s − s′)d s′ d s =

∫ min(t ,t ′)

0
V d s =V min(t , t ′), (C.4)

which happens to be the covariance function of a Brownian motion. (Note that k(t , t ) =
V t , like we saw earlier.) So if we brush complaints from formal mathematicians aside,
both methods come down to exactly the same.

Which method will we use then? Evaluating (C.2) requires the application of Itô in-
tegrals, which requires some complicated mathematics. Evaluating (C.1) can be done in
a more straightforward manner. As such, we will stick with the linear system (C.1), as is
used by most control engineers.

C.1.2. EVOLUTION OF THE SYSTEM STATE
Consider system (C.1). Suppose that we put the system in an initial state x(0) ≡ x0. If
we know the process noise v (t ) deterministically at each point in time, how will the state
x(t ) then evolve? That is outlined by the following theorem.

Theorem C.1. Consider the linear differential equation (C.1), with v (t ) known. Its solu-
tion x(t ) is given by

x(t ) = e At x0 +
∫ t

0
e A(t−s)v (s)d s. (C.5)

Proof. We solve this using the method of the integrating factor. We multiply both sides
of the system equation by e−At . This turns it into

e−At ẋ(t )−e−At Ax(t ) = e−At v (t ). (C.6)

The left side can be rewritten as a derivative, according to

d

d t

(
e−At x(t )

)= e−At v (t ). (C.7)
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Let’s replace t by s. If we subsequently integrate over s, from 0 to t , we find that

[
e−As x(s)

]t
0 =

∫ t

0
e−As v (s)d s. (C.8)

This can be extended into

e−At x(t )−x(0) =
∫ t

0
e−As v (s)d s. (C.9)

Solving for x(t ) by left-multiplying by e At will result in (C.5).

Now let’s suppose that we do not know the initial state x0 exactly. Instead, we will
treat it as a random variable x0, which we assume to be Gaussian. We also do not know
the process noise v (t ), except for its general properties. In this case the state x(t ) also
becomes a random variable x(t ) at each point in time. What can we now say about its
properties?

Theorem C.2. Consider the linear differential equation (C.1). If the initial state satisfies
x0 ∼ N

(
µ0,Σ0

)
and v (t ) is zero-mean Gaussian white noise with intensity V , then x(t )

has a Gaussian distribution N
(
µ(t ),Σ(t )

)
at each point in time, with

µ(t ) = e Atµ0, (C.10)

Σ(t ) = e At (
Σ0 −X V )

e AT t +X V , (C.11)

and where X V is the solution to the Lyapunov equation AX V +X V AT +V = 0. (For further
details on X V , see Appendix A.4.)

Proof. Our starting point here is Theorem C.1. We know that both x0 and v (t ) are Gaus-
sian parameters. Since adding up Gaussian parameters will result in a new Gaussian
parameter (this follows from Theorem B.13), x(t ) will be Gaussian at each point in time.
And to fully specify x(t ), we only need to find the mean vector and the covariance matrix
for each time t .

To find the mean, we take the expectation of (C.5). This results in

µ(t ) =E[
x(t )

]=E[
e At x0 +

∫ t

0
e A(t−s)v (s)d s

]
. (C.12)

The expectation operator is a linear operator. (See for instance Theorems B.3 and B.4.)
As such, we can apply it separately to both of the above terms, as well as pull it within
the integral. This gives us

µ(t ) = e AtE
[

x0

]+∫ t

0
e A(t−s)E

[
v (s)

]
d s = e Atµ0, (C.13)

where we have usedE[v (t )] = 0.
To find the covariance, we apply similar steps. We start with

Σ(t ) =E
[(

x(t )−E[
x(t )

])(
x(t )−E[

x(t )
])T

]
. (C.14)
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Next, from (C.5) and (C.10) it follows that

x(t )−E[
x(t )

]= e At (
x(0)−µ(0)

)+∫ t

0
e A(t−s)v (s)d s. (C.15)

We should keep in mind here that v (s) is white noise. This means that it is not correlated
with any past states x(t ) with t ≤ s. (If t > s, then x(t ) will of course directly depend on

v (s).) Hence,E
[

v (t )
(
x(0)−µ(0)

)T
]
= 0. Using this, we can turn (C.14) into

Σ(t ) =E
[

e At (
x(0)−µ(0)

)(
x(0)−µ(0)

)T e AT t
]
+

(∫ t

0
e A(t−s)v (s)d s

)(∫ t

0
e A(t−s)v (s)d s

)T

= e AtE
[(

x(0)−µ(0)
)(

x(0)−µ(0)
)T

]
e AT t (C.16)

+
∫ t

0

∫ t

0
e A(t−s1)E

[
v (s1)v T (s2)

]
e AT (t−s2) d s2 d s1.

We can immediately note that the first of these expectations equals the initial state co-
variance matrixΣ0. The second expectationE

[
v (s1)v T (s2)

]
per definition equals V δ(s1−

s2). This term only has a value whenever s1 = s2, and in this case the integral over
δ(s1 − s2) equals one. As such, we can rewrite the above to

Σ(t ) = e AtΣ0e AT t +
∫ t

0
e A(t−s1)V e AT (t−s1) d s1. (C.17)

For the mathematicians: this reduction of E
[

v (s1)v T (s2)
]

to V δ(s1 − s2) is formally an
application of the Itô isometry, as explained in Øksendal (1985).

Within the above integral we can substitute s1 for t − s. This means that d s1 = −d s
which adds a minus sign to the integral. However, while s1 ranges from 0 to t , we have
s ranging from t to 0. So the integral limits are reversed. Reversing the integral limits is
equivalent to adding a minus sign to the integral, which tells us that∫ t

0
e A(t−s1)V e AT (t−s1) d s1 =

∫ 0

t
−e AsV e AT s d s =

∫ t

0
e AsV e AT s d s. (C.18)

This integral per definition equals X V (t ) (see definition (A.119)) and Theorem A.26 claims

that this in turn equals X V −e At X V e AT t . As a result, we have

Σ(t ) = e AtΣ0e AT t +X V −e At X V e AT t . (C.19)

Rewriting this would immediately turn it into (C.11), completing the proof.

The above theorem tells us something interesting. If the system is stable, then as t →
∞ we have e At → 0. In other words, Σ(t ) → X V . The Lyapunov solution X V is therefore
known as the steady-state state covariance matrix. Given process noise with intensity V ,
the state of a stable system will eventually have a covariance of X V .

The time-dependent matrix Σ(t ) itself also satisfies an interesting differential equa-
tion, as shown by the next theorem.
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Theorem C.3. The state covariance Σ(t ) satisfies

Σ̇(t ) = AΣ(t )+Σ(t )AT +V. (C.20)

Proof. We prove this by taking the derivative of (C.11). If we apply the relation d
d t e At =

Ae At = e At A, then

Σ̇(t ) = Ae At (
Σ0 −X V )

e AT t +e At (
Σ0 −X V )

e AT t AT . (C.21)

The term e At
(
Σ0 −X V

)
e AT t equals Σ(t )−X V . Applying this gives us

Σ̇(t ) = A
(
Σ(t )−X V )+ (

Σ(t )−X V )
AT (C.22)

= AΣ(t )+Σ(t )AT − (
AX V +X V AT )

.

If we then note that, per definition, AX V +X V AT +V = 0, we directly find (C.20).

Finally, we can also define the covariance between x(t1) and x(t2) as

Σ(t1, t2) ≡E
[(

x(t1)−E[
x(t1)

])(
x(t2)−E[

x(t2)
])T

]
. (C.23)

How to calculate this covariance is explained by the following theorem.

Theorem C.4. For t1 ≤ t2, the state covariance Σ(t1, t2) defined by (C.23) satisfies

Σ(t1, t2) = e At1
(
Σ0 −X V )

e AT t2 +X V e AT (t2−t1). (C.24)

In addition, we have Σ(t1, t2) =ΣT (t2, t1) and Σ(t , t ) =Σ(t ).

Proof. The proof of this is nearly identical to that of Theorem C.2. That is, we can find in
an identical way that

Σ(t1, t2) = e At1Σ0e AT t2 +
∫ t1

0

∫ t2

0
e A(t1−s1)V δ(s1 − s2)e AT (t2−s2) d s2 d s1. (C.25)

We know that δ(s1 − s2) only has a nonzero value when s1 = s2. And because 0 ≤ s1 ≤ t1

and 0 ≤ s2 ≤ t2, this only occurs whenever s1 = s2 ≤ min(t1, t2). We have assumed that
t1 ≤ t2, so min(t1, t2) = t1. This means that we do not need to consider values of s1 = s2

larger than t1 in either of our integrals. If we then also solve the inner integral, we find

Σ(t1, t2) = e At1Σ0e AT t2 +
∫ t1

0
e A(t1−s1)V e AT (t2−s1) d s1. (C.26)

Similarly to (C.18), we can rewrite the integral in the above expression to∫ t1

0
e A(t1−s1)V e AT (t2−s1) d s1 =

(∫ t1

0
e A(t1−s1)V e AT (t1−s1) d s1

)
e A(t2−t1) (C.27)

=
(∫ t1

0
e AsV e AT s d s

)
e A(t2−t1) = X V (t1)e A(t2−t1).
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Applying Theorem A.26 once more to rewrite X V (t1) as X V − e At1 X V e AT t1 will turn the
expression for Σ(t1, t2) into

Σ(t1, t2) = e At1Σ0e AT t2 +X V e A(t2−t1) −e At1 X V e AT t2 . (C.28)

Rewriting this further will give us (C.24), proving the first claim of this theorem.
The two other claims from the theorem, Σ(t1, t2) = ΣT (t2, t1) and Σ(t , t ) = Σ(t ), both

follow directly from definition (C.23). The first of these two claims does tell us what to
do when t1 ≥ t2. In that case, we can find Σ(t2, t1) and transpose the result. Hence, for
t2 ≥ t1, we have

Σ(t1, t2) = e At1
(
Σ0 −X V )

e AT t2 +e A(t1−t2)X V . (C.29)

Although we could have also derived this in the same way as how we found (C.28).

Finally, there is another quantity which we will often see. It is the expected squared
state, defined through

Ψ(t ) ≡E[
x(t )xT (t )

]=Σ(t )+µ(t )µT (t ), (C.30)

Ψ(t1, t2) ≡E[
x(t1)xT (t2)

]=Σ(t1, t2)+µ(t1)µT (t2). (C.31)

It satisfies many of the expressions which the covariance matrix Σ(t ) also satisfies.

Theorem C.5. The expected squared stateΨ(t ), defined by (C.30), satisfies

Ψ(t ) = e At (
Ψ0 −X V )

e AT t +X V , (C.32)

Ψ̇(t ) = AΨ(t )+Ψ(t )AT +V , (C.33)

Ψ(t1, t2) = e At1
(
Ψ0 −X V )

e AT t2 +X V e AT (t2−t1). (C.34)

where the last expression only holds when t1 ≤ t2. For t1 ≥ t2, we haveΨ(t1, t2) =ΨT (t2, t1).

Proof. We will start with the last of the three expressions in the theorem. Using defini-
tion (C.31) and Theorem C.4, we discover that for t1 ≤ t2 we have

Ψ(t1, t2) =Σ(t1, t2)+µ(t1)µT (t2) (C.35)

= e At1
(
Σ0 −X V )

e AT t2 +X V e AT (t2−t1) +e At1µ0µ
T
0 e AT t2

= e At1
(
Σ0 +µ0µ

T
0 −X V )

e AT t2 +X V e AT (t2−t1),

which equals (C.34). When t1 ≥ t2 we can useΨ(t1, t2) =ΨT (t2, t1), which follows directly
from definition (C.31). To prove (C.32) we can insert t1 = t2 = t into the above expression
and apply Ψ(t , t ) =Ψ(t ). Finally, we can prove (C.33) in an identical way as we proved
Theorem C.3, except with Σ replaced byΨ.

Now that we know everything about how the state evolves, it is time to add a cost
function and then add input to the system allowing us to minimize this cost function.
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C.2. THE EXPECTED COST
In the section after this one we will add control to our linear system. We then want to
find the optimal controller. But what makes a controller optimal?

The answer is that it minimizes a cost function, and that is why we study cost func-
tions first. In this function we will look at various cost functions and find expressions for
the mean values.

We first do so for the infinite-time cost function (Section C.2.1). We will then see
that the noise causes this cost to become infinitely large. We work around this by either
looking at a system without noise (Section C.2.2), looking at a finite-time cost function
(Section C.2.3) or looking at a discounted cost function (Section C.2.4).

C.2.1. THE INFINITE-TIME COST FUNCTION
In this thesis we will always use a quadratic cost function. That is,

J =
∫ ∞

0
xT (t )Qx(t )d t . (C.36)

Here J is the cost and Q is the state penalty matrix. It is a positive semi-definite matrix,
ensuring that J cannot be negative.

It is important to note that the state x(t ) is a random variable. After all, its initial state
x0 ∼ N

(
µ0,Σ0

)
has a Gaussian distribution, and it is continually disturbed by noise.

This means that J is a random variable too. Its value is not set in stone based on initial
conditions but depends on what initial state and what noise we actually get. We can
calculate its expected valueE

[
J
]

though.
To do so, we will use the trace operator. (For background on the trace operator, see

Appendix A.1.1.) Note that, because J is a scalar, we have J = tr
(

J
)
. Also note that the

trace operator, the expectation operator and the integration operator are linear opera-
tors, meaning we can interchange the order in which they are applied. This tells us that

E
[

J
]=E[∫ ∞

0
tr

(
xT (t )Qx(t )

)
d t

]
(C.37)

=
∫ ∞

0
E

[
tr

(
x(t )xT (t )Q

)]
d t

=
∫ ∞

0
tr

(
E

[
x(t )xT (t )

]
Q

)
d t

=
∫ ∞

0
tr(Ψ(t )Q) d t .

Applying Theorem C.5 will turn this into

E
[

J
]= ∫ ∞

0
tr

((
e At (

Ψ0 −X V )
e AT t +X V

)
Q

)
d t (C.38)

=
∫ ∞

0

(
tr

(
X V Q

)+ tr
((
Ψ0 −X V )

e AT t Qe At
))

d t .

There is one problem in this expression. The first term within the above integral is con-
stant. And when we integrate over a constant term, for an infinitely long duration, we
get an infinite cost. What is going on here?
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The idea is that the state x is perpetually disturbed by the noise v . It does not con-
verge to zero, but it will wind up with a steady-state covariance matrix Σ(t ) → X V . It
hence perpetually contributes to the cost.

Optimizing a cost which is infinite does not work, so we need to fix this issue. There
are multiple ways to do so. We could assume that there is no noise (V = 0), we could look
at the finite-time cost or we could introduce a discount exponent. We will look at each
of these cases one by one.

C.2.2. THE COST OF A SYSTEM WITHOUT NOISE

When there is no noise, the only randomness is caused by the initial state x0 ∼N
(
µ0,Σ0

)
.

The resulting expected cost is then given by the following theorem.

Theorem C.6. Assume that A is stable and that there is no noise (V = 0). The expected
infinite-time cost (C.36) is given by

E
[

J
]= tr

(
Ψ0 X̄ Q)

. (C.39)

Proof. Our starting point is (C.38). When V = 0 we also have X V = 0 and as a result we
find that

E
[

J
]= ∫ ∞

0
tr

(
Ψ0e AT t Qe At

)
d t = tr

(
Ψ0

∫ ∞

0
e AT t Qe At d t

)
= tr

(
Ψ0 X̄ Q)

, (C.40)

where in the last step we have applied Theorem A.25. Note that X̄ Q per definition is the
solution to the alternate Lyapunov equation AT X̄ Q + X̄ Q A+Q = 0. (See (A.115).)

We can also rewrite (C.39) into

E
[

J
]= tr

(
Σ0 X̄ Q)+µT

0 X̄ Qµ0. (C.41)

This shows how the initial state mean µ0 and the initial state covariance Σ0 separately
contribute to the expected costE

[
J
]
.

C.2.3. THE FINITE-TIME COST FUNCTION

Instead of letting the cost integral run up to t = ∞, we can also let it run up to a finite
time T . In that case we get the finite-time cost function

J
T
=

∫ T

0
xT (t )Qx(t )d t . (C.42)

The expected cost is now given by the following theorem.

Theorem C.7. Assume that A is Sylvester. The expected finite-time cost (C.42) is given by

E
[

J
T

]
= tr

(
(Ψ0 −Ψ(T )+T V ) X̄ Q)

. (C.43)
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Proof. Our starting point again is (C.38). With the finite-time integral, it now equals

E
[

J
T

]
=

∫ T

0
tr

(
X V Q

)
d t + tr

((
Ψ0 −X V )(∫ T

0
e AT t Qe At d t

))
(C.44)

= tr
(
X V Q

)
T + tr

((
Ψ0 −X V )

X̄ Q (T )
)

,

where we have applied definition (A.120) to turn the integral into X̄ Q (T ). We can expand
X̄ Q (T ) using Theorem A.26. If we also use Theorem A.29 to rewrite the first term, the
above turns into

E
[

J
T

]
= tr

(
V X̄ Q)

T + tr
((
Ψ0 −X V )(

X̄ Q −e AT T X̄ Q e AT
))

(C.45)

= tr
(
T V X̄ Q)+ tr

((
Ψ0 −X V −e AT (

Ψ0 −X V )
e AT T

)
X̄ Q

)
= tr

(
T V X̄ Q)+ tr

(
(Ψ0 −Ψ(T )) X̄ Q)

,

which equals (C.43).

It is interesting to see the effect of both Ψ0 and V . If we start in the steady-state
distribution, withΨ0 = X V , thenΨ(T ) will also remain equal to X V . (Keep in mind that
Ψ(T ) → X V as T →∞.) The result will be a cost of tr

(
T V X̄ Q

)
. This is the direct cost due

to the noise.
If we start in a different initial state, this effectively changes the cost by an amount of

tr
(
(Ψ0 −Ψ(T )) X̄ Q

)
. This change can increase the cost (when Ψ0 > X V ) or decrease the

cost (whenΨ0 < X V ).

Also note that, as T → ∞, we have E
[

J
T

]
→ ∞ as well. The cost becomes infinite.

An interesting topic here is the rate at which it becomes infinite, especially after the first
transients of x have disappeared. This steady-state cost rate is defined as

lim
T→∞

d J
T

dT
= lim

T→∞
d

dT

∫ T

0
x(t )Qx(t )d t = lim

T→∞
x(T )Qx(T ). (C.46)

We can now see, both from the above expression and from (C.43), that the expected
steady-state cost rate equals

E

[
lim

T→∞
d J

T

dT

]
= lim

T→∞

dE
[

J
T

]
dT

= lim
T→∞

tr(Ψ(T )Q) = tr
(
V X̄ Q)= tr

(
X V Q

)
, (C.47)

where in the last step we have applied Theorem A.29.

C.2.4. THE DISCOUNTED COST FUNCTION
Another way to ensure that we get a finite cost is to add a discount exponent. This results
in the discounted cost function

J =
∫ ∞

0
e2αt xT (t )Qx(t )d t , (C.48)

J
T
=

∫ T

0
e2αt xT (t )Qx(t )d t . (C.49)
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The parameterα can be positive or negative. If it is negative, like in many applications re-
lated to reinforcement learning in which future costs/rewards are discounted, it is known
as the discount exponent. (See for instance Sutton and Barto (1998), Bertsekas and Tsit-
siklis (1996).) If it is positive, like in various linear systems theory applications, it is called
the prescribed degree of stability. (For more background on this, see Anderson and Moore
(1990), Bosgra et al. (2008).) Why it is called the prescribed degree of stability will become
clear later, after Theorem C.13.

It is important to note that the discounted cost function is actually a generalization
of the regular cost function. After all, when we set α = 0, we wind up with the regular
one. In the rest of this appendix, we will always indicate which cost function we work
with and under what assumptions.

So given this new cost function, what can we say about the expected cost? That is
explained by the following two theorems, the first for the finite-time cost and the second
for the infinite-time cost.

Theorem C.8. Assume that α 6= 0 and that A and Aα are both Sylvester. The expected
discounted finite-time cost (C.49) is given by

E
[

J
]= tr

((
Ψ0 −e2αTΨ(T )+ (

1−e2αT )(−V

2α

))
X̄ Q
α

)
. (C.50)

Proof. We can prove this theorem in the same way as Theorem C.7, albeit with more
bookkeeping. However, for fun we will prove it in a very different and slightly more ele-
gant way.

Our starting point now is (C.37), which we adjust by taking into account the factor
e2αt and the upper integral limit T . We will write it as

E
[

J
T

]
= tr

((∫ T

0
e2αtΨ(t )d t

)
Q

)
= tr(Y Q) , (C.51)

where we have defined the integral as Y . The key now is to find Y . We do so by us-
ing (C.33) from Theorem C.5. We multiply it by e2αt and integrate it to find∫ T

0
e2αt Ψ̇(t )d t = A

(∫ T

0
e2αtΨ(t )d t

)
+

(∫ T

0
e2αtΨ(t )d t

)
AT +

∫ T

0
e2αt V d t (C.52)

= AY +Y AT + (
1−e2αt )(−V

2α

)
.

The left part of the above equation can also be solved through integration by parts. This
turns it into∫ T

0
e2αt Ψ̇(t )d t = [

e2αtΨ(t )
]T

0 −2α
∫ T

0
e2αtΨ(t )d t = e2αTΨ(T )−Ψ0 −2αY . (C.53)

By merging the above two expressions, using Aα ≡ A+αI , we wind up with

AαY +Y AT
α +Ψ0 −e2αTΨ(T )+ (

1−e2αt )(−V

2α

)
= 0. (C.54)
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This is a Lyapunov equation which we can solve for Y . It follows that Y equals the Lya-

punov solution X
Ψ0−e2αTΨ(T )+(1−e2αt )

( −V
2α

)
α . Since this term is a nightmare to write, we

rewrite it using Theorems A.27 and A.28 into

Y = X
Ψ0−e2αTΨ(T )+(1−e2αt )

( −V
2α

)
α = XΨ0

α −e2αT XΨ(T )
α + (

1−e2αt ) −X V
α

2α
. (C.55)

Through Theorem A.29 we can now write our solution forE
[

J
]

as

E
[

J
]= tr

((
XΨ0
α −e2αT XΨ(T )

α + (
1−e2αt ) −X V

α

2α

)
Q

)
(C.56)

= tr

((
Ψ0 −e2αTΨ(T )+ (

1−e2αT )(−V

2α

))
X̄ Q
α

)
,

which completes our proof.

We have actually solved the more difficult problem of the finite-time cost first. This
allows us to treat the more simple infinite-time cost as a special case of the finite-time
cost.

Theorem C.9. Assume that α< 0 and that Aα is stable. The expected discounted infinite-
time cost (C.48) is given by

E
[

J
]= tr

((
Ψ0 − V

2α

)
X̄ Q
α

)
. (C.57)

Proof. We consider Theorem C.8 as T →∞. Because α < 0 we have e2αT → 0. In addi-
tion, for stable Aα it also holds that

e2αTΨ(T ) = e AαT (
Ψ0 −X V )

e AT
αT +e2αT X V → 0. (C.58)

This implies that (C.50) directly turns into (C.57), completing the proof.

It is interesting to note that Theorem C.8 also turns into Theorem C.7 when α→ 0.
To see why, we should realize that, according to l’Hôpital’s rule, we have

lim
α→0

1−e2αT

2α
= lim
α→0

d
dα

(
1−e2αT

)
d

dα (2α)
= lim
α→0

−2Te2αT

2
=−T. (C.59)

It is also fun to insert the steady-state state distribution Ψ0 = X V into Theorem C.9 and
see what happens. In this case, using V =−AX V −X V AT , we find that

E
[

J
]= tr

((
X V − V

2α

)
X̄ Q
α

)
(C.60)

= 1

2α
tr

((
2αX V + AX V +X V AT )

X̄ Q
α

)
= 1

2α
tr

((
AαX V +X V AT

α

)
X̄ Q
α

)
= 1

2α
tr

(
X V

(
AT
α X̄ Q

α + X̄ Q
α Aα

))
=− 1

2α
tr

(
X V Q

)
,
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which is what we can expect whenΨ(t ) = X V for any t .
So now we know how to find the mean of the cost for various different cost functions.

It is also possible to find the variance of the cost, which we will look at in Section C.4.
But first we will add an input to the system and see how we can use it to minimize the
(expected) cost.

C.3. LINEAR QUADRATIC GAUSSIAN CONTROL
It is time to add an input to the system. This requires us to come up with a control law
too. The fundamental question is ‘Which control law can minimize the (expected) cost?’

To investigate this, we start by examining a system without any process noise. We first
do this for the non-discounted cost function (Section C.3.1) and then extend the ideas to
the discounted cost function (Section C.3.2). Then we reintroduce the process noise, as
well as an uncertain initial state, and look at how this affects the situation (Section C.3.3).
Finally we add measurement noise as well. We look at how we can then estimate the state
(Section C.3.4) and then use this estimate to optimally control the system (Section C.3.5).

C.3.1. THE INPUT THAT OPTIMIZES THE COST FUNCTION
We start off by considering a relatively simple case. Consider the linear system with a
system input u(t ) but without process noise

ẋ(t ) = Ax(t )+Bu(t ). (C.61)

We also assume that we know the initial state x0. We want to control this system in
some optimal way, with optimal meaning it minimizes the cost J . Here, we also want to
penalize excessive inputs, and so we use the cost function

J =
∫ ∞

0

(
xT (t )Qx(t )+uT (t )Ru(t )

)
d t . (C.62)

We have already seen the positive semi-definite state penalty matrix Q. Now we also
have a positive definite input penalty matrix R. Both matrices are symmetric.

To optimally control the system, we now need to find a control law u(t ) = π∗(x(t ))
which always results in a cost that is lower or equal to the cost resulting from any other
control law π(x(t )), irrespective of which initial state x0 the system starts from. What
would such an optimal control law look like? The following theorem tells us that it at
least must be linear in the state.

Theorem C.10. Consider the linear system (C.61). Assume that there is a control law
u(t ) =π(x(t )) which can stabilize the system. Then there exists at least one optimal con-
trol law u(t ) = π∗(x(t )) which minimizes the quadratic cost function (C.62). Further-
more, of all the optimal control laws, there is always at least one which is linear in x(t ); so
of the form π∗(x(t )) =−F x(t ). The resulting optimal cost function J∗ is quadratic in the
initial state x0; so of the form J∗(x0) = xT

0 X̄ x0.

Proof. The first part of the theorem claims that, for a stabilizable system, there is an
optimal control law. The reason for this is that, for a stabilizing control law π(x(t )), the
cost J (x0) is finite but positive. As such, it must have a minimum, and the corresponding
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control law π∗(x(t )) resulting in this minimum is the optimal control law. Of course
it may happen that there are multiple control laws resulting in the same optimal cost
function J∗(x0).

To prove that the cost is quadratic in the initial state, we are going to do a thought
experiment. This thought experiment actually consists of three simulation runs, which
are visualized in the left part of figure C.1.

Figure C.1: A graphical illustration of the thought experiment which proves the cost function is quadratic in
the initial state.

1. Suppose that we know some optimal control law u(t ) =π∗(x(t )), which is not neces-
sarily linear. For our first simulation run, we put the system in some initial state x0

and run this control lawπ∗. We keep track of the state and denote the resulting state
progression by x1(t ), with x1(0) = x0. We also remember exactly which input u1(t )
we applied at each time t . At the end of our experiment, we have accumulated the
(optimal) cost J1 = J∗(x0).

2. For our second experiment, we are going to scale the previous experiment. That is,
we are going to start in an initial state x2(0) = kx0, with k a nonzero number. We
then apply the control input u2(t ) = ku1(t ). Now something interesting happens.
Because the system is linear, we will have x2(t ) = kx1(t ) for all future times t . In other
words, everything is k times as large! As a result, we know that the cost J2 which we
accumulate will equal k2 J1 = k2 J (x0).

3. For our third experiment, we again start in x3(0) = kx0, yet this time we simply apply
our optimal control law u =π∗(x). The resulting cost will necessarily be optimal and
will equal J3 = J∗(kx0).

Now compare experiments 2 and 3. Both experiments had the same initial state, and
in experiment 3 the cost was optimal. This means that we must have J2 ≥ J3, or

k2 J∗(x0) ≥ J∗(kx0). (C.63)

Next, we can do another set of three experiments, but now with the set-up as shown in
the right part of figure C.1. That is, we first start in x1(0) = kx0 and apply u1(t ) =π∗(x(t )).
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Then we start in x2(0) = x0 and apply u2(t ) = 1
k u1(t ). Finally we start in x3(0) = x0 and

apply u(t ) =π∗(x(t )). This set of experiments tells us that

1

k2 J∗(kx0) ≥ J∗(x0). (C.64)

If we combine the above two equations, then we find that equality must hold. That is,

k2 J∗(x0) = J∗(kx0). (C.65)

From this we can conclude that, when the initial state x0 becomes k times as large, then
the optimal cost J∗ becomes k2 as large. In other words, the cost function is quadratic
in x0. (Technically, for the multivariate case, there is an extra condition which must be
met. For details on this, see Anderson and Moore (1990), section 2.3.)

In addition, we have seen that when we take linear combinations of an optimal con-
trol law, we still wind up with an optimal control law. We can use this to show that when
there is an optimal control law, there is also at least one optimal control law which is
linear. To do that, we can actually take an optimal control law π∗(x(t )) and construct a
linear optimal control law from it. First, we define the unit vectors e1,e2, . . . as

e1 =

1
0
...

 ,e2 =

0
1
...

 , . . . . (C.66)

We then define the matrix F as

F =−[
π∗(e1) π∗(e2) · · · π∗(en)

]
, (C.67)

and use the linear control lawπ(x(t )) =−F x(t ). Because linear combinations of optimal
control laws also result in optimal control laws, this control law must be optimal. This
proves that there is an optimal control law which is linear.

The above theorem has told us that, to find the optimal control law, it is enough to
focus on control laws of the form u(t ) =−F x(t ), with F the feedback matrix. But what is
the optimal feedback matrix F̌ , minimizing the cost function?

Theorem C.11. Consider the linear system ẋ(t ) = Ax(t )+Bu(t ) with feedback law u(t ) =
−F x(t ). Assume that it is stabilizable: there is a matrix F for which A −BF is stable. The
optimal feedback matrix F̌ minimizing the cost function (C.62) is given by

F̌ ≡ R−1B T X̌ , (C.68)

where the optimal cost matrix X̌ is the solution to the Riccati equation

AT X̌ + X̌ A+Q − X̌ BR−1B T X̌ = 0. (C.69)

The resulting cost of the system subject to an initial state x0 equals

J = xT
0 X̌ x0. (C.70)
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Proof. Subject to the feedback law, the system behaves as ẋ(t ) = (A−BF )x(t ). The solu-
tion for x(t ) will hence be

x(t ) = e(A−BF )t x0. (C.71)

The cost function now becomes

J =
∫ ∞

0
xT (t )(Q +F T RF )x(t )d t (C.72)

= xT
0

(∫ ∞

0
e(A−BF )T t (Q +F T RF )e(A−BF )t d t

)
x0.

We know from Theorem A.25 that, when A − BF is stable, the above integral equals

X̄ Q+F T RF
A−BF , which is per definition the solution to the Lyapunov equation

(A−BF )T X̄ Q+F T RF
A−BF + X̄ Q+F T RF

A−BF (A−BF )+ (Q +F T RF ) = 0. (C.73)

For ease of notation, we will write X̄ Q+F T RF
A−BF just as X̄ . The cost J now equals

J = xT
0 X̄ x0. (C.74)

The matrix X̄ here is paramount to the cost function J , which is why we call it the cost
matrix. We now want to find for which feedback matrix F the above cost is minimized.
We should realize here that, if we choose F , we directly also find X̄ from (C.73).

Now let’s ask ourselves, for which F do we get a cost matrix X̄ such that F = R−1B T X̄ ?
To answer this question, we rewrite (C.73) by completing the squares with respect to F .
(See Theorem C.12 for details on how to do this.) The result becomes

(F −R−1B T X̄ )T R(F −R−1B T X̄ )+Q + AT X̄ + X̄ A− X̄ BR−1B T X̄ = 0. (C.75)

If we have picked our feedback matrix F such that F = R−1B T X̄ , then the first term will
be zero. It follows that X̄ satisfies the Riccati equation (C.69) and hence X̄ = X̌ , implying
that F = F̌ = R−1B T X̌ .

But what if F 6= R−1B T X̄ ? In this case the first term is not zero but, because R is
positive definite, it must be positive definite or positive semi-definite matrix. The crucial
thing though, is that this matrix will be directly added to Q. So picking the feedback
matrix F to be unequal to R−1B T X̄ is equivalent to increasing the state penalty matrix Q
by a positive semi-definite matrix. Naturally, increasing the state penalty matrix Q by a
positive semi-definite matrix cannot decrease the cost. It only increases it for many (if
not all) initial states x0.

From this we conclude that the optimal F must satisfy F = R−1B T X̄ . The correspond-
ing X̄ must then satisfy the Riccati equation (C.69). So if we take the solution X̌ from the
Riccati equation and set up F̌ = R−1B T X̌ , we get an optimal feedback matrix.

Theorem C.12. The Lyapunov equation

(A−BF )T X̄ + X̄ (A−BF )+ (Q +F T RF ) = 0 (C.76)

can be rewritten, by completing the squares with respect to F , to

(F −R−1B T X̄ )T R(F −R−1B T X̄ )+ AT X̄ + X̄ A+Q − X̄ BR−1B T X̄ = 0. (C.77)
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Proof. We want to rewrite the first equation to a quadratic form

(F −T1)T T2(F −T1)+T3 = 0, (C.78)

where T1, T2 and T3 are terms which we still need to find, but none of them have F in
them. To find T1, T2 and T3, we expand the above to

F T T2F −F T T2T1 −T T
1 T2F +T T

1 T2T1 +T3 = 0. (C.79)

Now we will compare equations (C.76) and (C.79). By looking at all the terms that have
two F ’s in them, we can immediately see that T2 = R. Then, by comparing all terms that
have only one F in them, we find that

T T
1 T2F = X̄ BF. (C.80)

Although there might be multiple values of T1 which satisfy this equation, we are sure
that one of them equals

T1 = (X̄ BT −1
2 )T = R−1B T X̄ . (C.81)

Remember that both R and X̄ are assumed to be symmetric, while B is not.
Finally, by looking at all terms that are so far unaccounted for, we find that

T T
1 T2T1 +T3 = AT X̄ + X̄ A+Q. (C.82)

This implies that

T3 = AT X̄ + X̄ A+Q −T T
1 T2T1 = AT X̄ + X̄ A+Q − X̄ BR−1RR−1B T X̄ . (C.83)

Now that we have T1, T2 and T3, we can plug them into equation (C.78) to get (C.77).

It is important to note the order of the steps when finding F and X̄ . If we choose
any (sub-optimal) feedback matrix F , then we can find the cost matrix X̄ within the cost
function J = xT

0 X̄ x0 by solving the Lyapunov equation (C.73). However, if we want to
find the optimal control law, we first have to find the optimal cost matrix X̌ and then
use (C.68) to find the optimal feedback matrix F̌ . For this feedback matrix F̌ , the optimal
cost matrix X̌ of course also satisfies the Lyapunov matrix (C.73).

Also, keep in mind that this is the feedback matrix minimizing the infinite-time cost
function. It is not the feedback matrix minimizing the finite-time cost function. In fact,
optimizing the cost for a finite-time experiment is a more complicated problem, because
you also need to take into account the time you still have left in the experiment. If you
are just starting your experiment, it is worthwhile to apply significant inputs to improve
the state. However, when you are nearing the end, applying inputs will mostly be useless.
It will cost you due to R, but there will not be enough time to reap the benefits from the
improved state. We will not consider the problem of analytically optimizing the finite-
time cost.
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C.3.2. DIFFERENCES FOR THE DISCOUNTED COST FUNCTION
In Section C.2.4 we have studied the discounted cost function (C.48). Suppose that we
would also introduce such a discount here, getting the cost function

J =
∫ ∞

0
e2αt (

xT (t )Qx(t )+uT (t )Ru(t )
)

d t . (C.84)

How would this affect the optimal feedback matrix F̌ ?

Theorem C.13. Consider the linear system ẋ(t ) = Ax(t )+Bu(t ) with feedback law u(t ) =
−F x(t ). Assume that it is stabilizable up to degree α: there is a matrix Fα for which
Aα−BFα is stable. The optimal feedback matrix F̌α minimizing the discounted cost func-
tion (C.84) is given by

F̌α ≡ R−1B T X̌α, (C.85)

where the optimal discounted cost matrix X̌α is the solution to the Riccati equation

AT
α X̌α+ X̌αAα+Q − X̌αBR−1B T X̌α = 0. (C.86)

The resulting optimal cost of the system subject to an initial state x0 equals

J = xT
0 X̌αx0. (C.87)

Proof. Similarly to what was done in (C.72), we can find that the discounted cost is

J =
∫ ∞

0
e2αt xT (t )(Q +F T RF )x(t )d t (C.88)

= xT
0

(∫ ∞

0
e2αt e(A−BF )T t (Q +F T RF )e(A−BF )t d t

)
x0

= xT
0

(∫ ∞

0
e(A+αI−BF )T t (Q +F T RF )e(A+αI−BF )t d t

)
x0.

Now we can see that this equation is identical to what we had in (C.72), except that A is
replaced by Aα. As a result, the outcome is also the same, except with A replaced by Aα

in the derivation of the optimal cost matrix X̌ and the optimal feedback matrix F̌ .

It is interesting to note how α affects the stability of the controlled system Aα−BFα.
The main idea is that we always find a feedback matrix Fα (when possible) such that the
controlled system Aα−BFα is stable. In other words, the real parts of the eigenvalues of
Aα−BFα will be smaller than zero. Or equivalently, the real parts of the eigenvalues of
A−BFα will be smaller than −α.

Interestingly this means that, if α< 0, the controlled system is not necessarily stable.
We just know that the system state x(t ) diverges less quickly than that the weight factor
eαt converges to zero, such that e2αt xT (t )Qx(t ) still converges to zero. Controllers re-
sulting from negative values of α are therefore often lazy. They prefer to incur the cost of
a future bad state, rather than applying an input now to prevent that state.

Similarly, if α > 0, the controlled system is most certainly stable, because all the
eigenvalues of the controlled system are prescribed to be smaller than −α. This is why α
is in this case known as the prescribed degree of stability. It results in a more aggressive
control law to ensure this stability requirement. Such a control law prefers to apply an
input now to prevent a future bad state.
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C.3.3. REINTRODUCING PROCESS NOISE
Next we will add input noise again. So we consider the system

ẋ(t ) = Ax(t )+Bu(t )+v (t ) = (A−BF )x(t )+v (t ), (C.89)

where we assume that we fully know the state x(t ) when determining the input u(t ).
What is the optimal way to control this system?

Before we start, we need to make a few important realizations. First of all we need to
realize that, due to the noise, all parameters became random variables again, including
the cost J . So we need to work with the expectationE

[
J
]

again. Secondly, because of the
noise, the cost J has become infinite, as we discovered in Section C.2.1. We need to work
around that.

There are two ways to do so. We could minimize the expected steady-state cost
rate (C.47), or use a negative discount exponent α like in Theorem C.9. We will consider
the steady-state cost rate first. When we do, we actually find exactly the same feedback
matrix as in Theorem C.11.

Theorem C.14. Consider the linear system ẋ(t ) = Ax(t )+Bu(t )+ v (t ) with feedback law
u(t ) =−F x(t ). Assume that it is stabilizable: there is a matrix F for which A−BF is stable.
The optimal feedback matrix F̌ minimizing the expected steady-state cost rate (C.47) (with
α = 0) is the same as the one defined in (C.68). It results in an optimal steady-state cost
rate of

lim
T→∞

dE
[

J
T

]
dT

= tr
(
V X̌

)
. (C.90)

Proof. We need to minimize the expected steady-state cost rate (C.47). We should keep
in mind here that we are using a system

ẋ(t ) = (A−BF )x(t )+v (t ) = Ãx(t )+v (t ), (C.91)

as well as a cost function

J =
∫ ∞

0
xT (t )

(
Q +F T RF

)
x(t )d t =

∫ ∞

0
xT (t )Q̃x(t )d t . (C.92)

It follows that the expected steady-state cost rate we need to minimize equals

lim
T→∞

dE
[

J
T

]
dT

= tr
(
V X̄ Q̃

Ã

)
. (C.93)

By using Theorem A.25 we can rewrite this to

lim
T→∞

dE
[

J
T

]
dT

= tr

(
V

∫ ∞

0
e(A−BF )T t (

Q +F T RF
)

e(A−BF )t d t

)
. (C.94)

Previously, in Theorem C.11, we needed to minimize the cost (C.72) which equaled

J = xT
0

(∫ ∞

0
e(A−BF )T t (Q +F T RF )e(A−BF )t d t

)
x0 (C.95)

= tr

(
Ψ0

(∫ ∞

0
e(A−BF )T t (Q +F T RF )e(A−BF )t d t

))
.
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So we see that these problems are actually exactly the same, except that Ψ0 is replaced
by V . Since both Ψ0 and V are just constants, the optimal F is exactly the same. To
minimize the steady-state cost rate, we therefore need to choose F̌ from Theorem C.11,
which turns the integral into X̌ . The result is a steady-state cost rate of (C.90).

Do things change if we use a discount exponent? At this point it probably will not
surprise you that the answer is ‘No’. We get the optimal feedback matrix F̌α from Theo-
rem C.13.

Theorem C.15. Consider the linear system ẋ(t ) = Ax(t )+Bu(t )+ v (t ) with feedback law
u(t ) =−F x(t ). Assume that it is stabilizable up to degree α: there is a matrix Fα for which
Aα−BFα is stable. The optimal feedback matrix F̌α minimizing the discounted cost func-
tion (C.84) is the same as the one defined in (C.85). It results in an optimal expected cost
of

E
[

J
]= tr

((
Ψ0 − V

2α

)
X̌α

)
. (C.96)

Proof. We know from Theorem (C.9) that the discounted cost equals

E
[

J
]= tr

((
Ψ0 − V

2α

)
X̄ Q+F T RF

Aα−BF

)
(C.97)

= tr

((
Ψ0 − V

2α

)(∫ ∞

0
e(A+αI−BF )T t (Q +F T RF )e(A+αI−BF )t d t

))
.

In Theorem C.13 we needed to optimize (C.88), which equaled

J = tr

(
Ψ0

(∫ ∞

0
e(A+αI−BF )T t (Q +F T RF )e(A+αI−BF )t d t

))
. (C.98)

Here we can see that these problems are exactly the same, albeit that Ψ0 has been re-
placed by

(
Ψ0 − V

2α

)
. As such, they also have the same solution F̌α from (C.85), which

turns the integral into X̌α. The resulting expected costE
[

J
]

equals (C.96).

We can conclude that adding process noise does not really affect our optimal control
strategy. We had a strategy which was optimal at getting rid of initial disturbances x0.
This same strategy is also optimal at getting rid of new disturbances caused by process
noise v (t ). But does the same hold when we introduce measurement noise?

C.3.4. ESTIMATING THE STATE FROM NOISY MEASUREMENTS
We will now make the problem quite a bit harder by adding a measurement equation to
our system. This turns our system into

ẋ(t ) = Ax(t )+Bu(t )+v (t ), (C.99)

y(t ) =C x(t )+w (t ),

where w (t ) is the measurement noise. Similarly to v (t ), we assume w (t ) is zero-mean
Gaussian white noise with intensity W .
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We also assume that we cannot measure the full state x(t ) anymore. So we cannot
use it to determine the input u(t ). At time t we do know the output y(t ), but this is of
course corrupted by measurement noise.

To solve this, we will introduce an observer. This observer uses a state estimate x̂(t )
which approximates x(t ). We initialize this state estimate at what we expect the state
x(t ) to be. That is, x̂0 =E

[
x(0)

]=µ0. We then update it through the estimate update law

˙̂x(t ) = Ax̂(t )+Bu(t )+K
(

y(t )−C x̂(t )
)

. (C.100)

The idea behind this update law is that x̂(t ) acts just like x(t ). It is only when the mea-
surement y(t ) =C x(t ) is unequal to C x̂(t ) that we adjust x̂(t ) to correspond more to the
measurements. The amount by which we do this depends on the observer gain matrix
K .

We now want to choose K such that it minimizes the state estimation error e(t ) ≡
x̂(t )−x(t ). This error is a random variable as well, which makes it hard to minimize. The
best we can do is minimize its variance, which is what the next theorem is all about.

Theorem C.16. Consider the linear system (C.99) with state estimator (C.100). Assume
that it is detectable: there is a matrix K for which A−KC is stable. The minimum steady-
state error covariance matrix Ě equals the solution of the Riccati equation

AĚ + Ě AT +V − ĚC T W −1C Ě = 0, (C.101)

where the corresponding optimal observer gain matrix Ǩ equals

Ǩ = ĚC T W −1. (C.102)

Proof. To prove this, we will analyze the behavior of e(t ). We can find that ė(t ) equals

ė(t ) = ˙̂x(t )− ẋ(t ) (C.103)

= Ax̂(t )+Bu(t )+K (y(t )−C x̂(t ))− Ax(t )−Bu(t )−v (t )

= A(x̂(t )−x(t ))+K (C x(t )+w (t )−C x̂(t ))−v (t )

= (A−KC )e(t )+K w (t )−v (t ).

We can now use Theorem C.2 to find how the meanµe (t ) and the covariance matrixΣe (t )
of the error e(t ) vary over time. We know that, because x̂0 =E

[
x0

]
, the initial mean of e

equals
µe (0) ≡E[

e(0)
]=E[

x̂0 −x0

]=E[
E

[
x0

]−x0

]= 0. (C.104)

It follows from Theorem C.2 that

µe (t ) ≡E[
e(t )

]= e(A−KC )tµe (0) = 0. (C.105)

The covariance matrix Σe (t ) will not be zero. Instead, the initial covariance matrix Σe (0)
equals

Σe (0) ≡E
[(

e(0)−E[
e(0)

])(
e(0)−E[

e(0)
])T

]
=E[

e(0)eT (0)
]

(C.106)

=E
[(

x0 −E
[

x0

])(
x0 −E

[
x0

])T
]
=Σ0.
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The covariance of e(t ) now develops according to

Σe (t ) = e(A−KC )t (Σe (0)−E)e(A−KC )T t +E , (C.107)

where E is the solution to the Lyapunov equation

(A−KC )E +E(A−KC )T + (V +K W K T ) = 0. (C.108)

This means that, as long as A −KC is stable, the error covariance Σe (t ) will converge
to the steady-state error covariance E . And our job is to choose the matrix K so as to
minimize E .

We have actually already seen this exact problem before, in the proof of Theorem C.11.
Just like we did there, we can complete the squares with respect to W to find that

(K −EC T W −1)W (K −EC T W −1)T +V + AE +E AT −EC T W −1C E = 0. (C.109)

Through a similar argument, we now find that K can only minimize E when it satisfies
K = EC T W −1. It follows that E must satisfy the Riccati equation (C.101), proving the
theorem.

C.3.5. OPTIMAL CONTROL BASED ON THE STATE ESTIMATE
Now that we have an estimate x̂(t ) of the state, how do we use this to control the system?

The main idea here is to pretend that the estimate x̂(t ) is the true state. In other
words, we replace our old control law u(t ) =−F x(t ) by the new law u(t ) =−F x̂(t ). This
turns the system equations into

ẋ(t ) = Ax(t )−BF x̂(t )+v (t ), (C.110)

˙̂x(t ) = Ax̂(t )−BF x̂(t )+K (C x(t )+w (t )−C x̂(t )). (C.111)

We can plug all this in a matrix form according to[
ẋ(t )
˙̂x(t )

]
=

[
A −BF

KC A−BF −KC

][
x(t )
x̂(t )

]
+

[
v (t )

K w (t )

]
. (C.112)

Instead of writing the system using x(t ) and x̂(t ) in the state, we can also write it using
x(t ) and e(t ) in the state. This time, the system equations are given by

ẋ(t ) = (A−BF )x(t )−BF e(t )+v (t ), (C.113)

ė(t ) = (A−KC )e(t )+K w (t )−v (t ). (C.114)

If we put this in a matrix form, we get[
ẋ(t )
ė(t )

]
=

[
A−BF −BF

0 A−KC

][
x(t )
e(t )

]
+

[
v (t )

K w (t )−v (t )

]
. (C.115)

The interesting point is that, in both of these cases, we wind up with a system of the
form ˙̃x(t ) = Ãx̃(t )+ ṽ (t ), for some new state vector x̃(t ), some system matrix Ã and some
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zero-mean Gaussian white noise ṽ (t ) with intensity Ṽ . For instance, in the last case we
have

x̃(t ) =
[

x(t )
e(t )

]
, Ã =

[
A−BF −BF

0 A−KC

]
and Ṽ =

[
V −V
−V K W K T +V

]
. (C.116)

In addition, using u(t ) =−F x̂(t ) =−F
(
x(t )+e(t )

)
we can write the cost as

J =
∫ ∞

0
e2αt

(
xT (t )Qx(t )+ (

x(t )+e(t )
)T F T RF

(
x(t )+e(t )

))
d t (C.117)

=
∫ ∞

0
e2αt

[
x(t )
e(t )

]T [
Q +F T RF F T RF

F T RF F T RF

][
x(t )
e(t )

]
d t =

∫ ∞

0
e2αt x̃T (t )Q̃ x̃(t )d t .

Given the feedback matrix F and the observer gain matrix K , it is always possible to write
the system as ˙̃x(t ) = Ãx̃(t )+ ṽ (t ), with corresponding state penalty matrix Q̃. So when
analyzing the properties of J , we only need to consider systems of this form.

The main question we still have to ask is: which combination of matrices F and K is
optimal for our full system? Fascinatingly, it turns out that our previous optimal matrices
F̌ and Ǩ , when applied together, are still optimal in this situation. This means that we
can set up our optimal controller and observer separately, and then connect them to
wind up with an optimal system. This is known as the separation principle.

Theorem C.17. Consider the linear system (C.115). Assume that there are matrices F and
K for which A−BF and A−KC are stable. The expected steady-state cost rate (C.47) (with
α= 0) is minimized by the feedback matrix F̌ from (C.68) and the observer gain matrix Ǩ
from (C.102). The resulting expected steady-state cost rate equals

lim
T→∞

dE
[

J
T

]
dT

= tr
(
X̌ Ǩ W Ǩ T )+ tr

(
ĚQ

)= tr
(
X̌ V

)+ tr
(
Ě F̌ T RF̌

)
. (C.118)

Proof. We start by rewriting the system. We already saw two ways of writing the system,
being (C.112) and (C.115). We will instead use[ ˙̂x(t )

ė(t )

]
=

[
A−BF −KC

0 A−KC

][
x̂(t )
e(t )

]
+

[
K w (t )

K w (t )+v (t )

]
. (C.119)

You may have noted that we write the state estimate x̂(t ) as a random variable too now.
It is true that we know the estimate x̂(t ) deterministically at time t , when it follows from
the estimate update law (C.100). However, before then it will still depend on what exact
noise we will get, and so it can take a variety of values. As such, we must treat it as a
random variable.

For the above system, the equivalent system vectors/matrices are

x̃(t ) =
[

x̂(t )
e(t )

]
, Ã =

[
A−BF −KC

0 A−KC

]
, (C.120)

Ṽ =
[

K W K T K W K T

K W K T K W K T +V

]
, Q̃ =

[
Q +F T RF −Q

−Q Q

]
.
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Subject to these system matrices, we want to optimize the expected steady-state cost rate

lim
T→∞

dE
[

J
T

]
dT

= lim
T→∞

E
[

x̃T (T )Q̃ x̃(T )
]= tr

(
Ṽ X̄ Q̃

Ã

)
= tr

(
X Ṽ

Ã
Q̃

)
, (C.121)

where we have applied (C.47). Note that we have two expressions for the cost rate. Which
one is better to use?

Earlier we saw that this depends on whether we want to optimize F or K . Keep in
mind here that Ã and Q̃ depend on F , while Ṽ does not. This means that, when optimiz-

ing F , it is better to use the first relation, because then we only have to optimize X̄ Q̃
Ã

. In

fact, this is what we did at Theorem C.11. On the flip side, Ã and Ṽ depend on K , while Q̃
does not. So when optimizing K , it is better to use the second relation. This then comes

down to optimizing X Ṽ
Ã

, which we did at Theorem C.16.
But what do we do when we want to optimize K and F simultaneously? In this case,

why not try picking K first, and see how that affects our optimization problem for F ? So

we want to optimize X Ṽ
Ã

. We know that this matrix satisfies ÃX Ṽ
Ã
+X Ṽ

Ã
ÃT + Ṽ = 0, which

we can write as[
A−BF −KC

0 A−KC

][
X11 X12

X T
12 X22

]
+

[
X11 X12

X T
12 X22

][
(A−BF )T 0
−C T K T (A−KC )T

]
(C.122)

+
[

K W K T K W K T

K W K T K W K T +V

]
= 0.

It is worthwhile to note that X Ṽ
Ã

is the steady-state covariance of x̃(t ). In other words, we
have

X11 = lim
t→∞E

[
x̂(t )x̂T (t )

]
, (C.123)

X22 = lim
t→∞E

[
e(t )eT (t )

]
, (C.124)

X12 = lim
t→∞E

[
x̂(t )eT (t )

]
. (C.125)

Expanding the matrix equation now results in four separate equations, being

(A−BF ) X11 −KC X T
12 +X11 (A−BF )T −X12C T K T +K W K T = 0, (C.126)

(A−KC ) X T
12 +X T

12 (A−BF )T −X22C T K T +K W K T = 0, (C.127)

(A−BF ) X12 −KC X22 +X12 (A−KC )T +K W K T = 0, (C.128)

(A−KC ) X22 +X22 (A−KC )T +K W K T +V = 0. (C.129)

The expected steady-state cost rate follows as

lim
T→∞

dE
[

J
T

]
dT

= tr
(

X Ṽ
Ã

Q̃
)
= tr

(
X11

(
Q +F T RF

)−X12Q −X T
12Q +X22Q

)
. (C.130)

So how shall we pick K ? What we could do is choose the value of K which minimizes
the term tr(X22Q). After all, neither X22 nor Q depends on F and (C.129) fully specifies
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X22, given K . This does not guarantee that K is optimal, because we are only optimizing
a part of the complete cost expression. Though later we will see that it is indeed the
optimal observer gain matrix.

The resulting optimization problem is one which we have seen before. It is the exact
same problem we faced at Theorem C.16. As a result, the solution must be the same
optimal observer gain matrix Ǩ = ĚC T W −1, where Ě = X22 is the resulting steady-state
error covariance.

Next, let’s look at how this affects the rest of the problem. We start at either (C.127)
or (C.128); these two equations are equivalent. For the resulting value of K and X22 we
have KC X22 = K W K T . It follows that X12 = 0, which in turn reduces (C.126) to the Lya-
punov equation

(A−BF ) X11 +X11 (A−BF )T + Ǩ W Ǩ T = 0. (C.131)

In other words, X11 equals the Lyapunov solution X Ǩ W Ǩ T

A−BF and we need to choose F so

as to optimize tr
(
X11

(
Q +F T RF

))
. We can also write this as tr

(
Ǩ W Ǩ T X̄ Q+F T RF

A−BF

)
(see

Theorem A.29) where we per definition must have

(A−BF )T X̄ Q+F T RF
A−BF + X̄ Q+F T RF

A−BF (A−BF )+Q +F T RF = 0. (C.132)

We need to optimize this with respect to F . Luckily, we have already seen this exact prob-
lem before at (C.73). The resulting solution equaled X̌ from Theorem C.11. Using this
result, we can write the expected steady-state cost rate as the first expression in (C.118).

But wait a second. What we have done so far is pick a value K = Ǩ and then optimize
F to F̌ . Who says that this is the joint optimum for K and F together? To prove that it is,
we can also do this exact derivation in a different set-up. Instead of putting x̂(t ) and e(t )
into x̃(t ), we now use x(t ) and e(t ). That is, we use (C.116) and (C.117). We then follow

the exact same steps, with main exception that we do not optimize tr
(

X Ṽ
Ã

Q̃
)

but instead

use tr
(
Ṽ X̄ Q̃

Ã

)
.

Because of this change, we now first have to pick F = F̌ . Optimizing for K would then
result in K = Ǩ . So using F = F̌ implies K = Ǩ is optimal, while using K = Ǩ implies using
F = F̌ is optimal. This important result means that the combination (F̌ , Ǩ ) is at least a
local optimum of the problem. But since the problem is quadratic in F and K , it must
also be the global optimum.

An interesting side-effect of the above derivation is that we do wind up with a differ-
ent expression for the expected steady-state cost rate. It now equals the second expres-
sion from (C.118).

An interesting result from the previous theorem is that (C.125) equals zero. In other
words, the steady state error e(t ) and estimate x̂(t ) are uncorrelated and hence – since
they are Gaussian – independent. As a result, we can expand (C.121) into

lim
T→∞

dE
[

J
T

]
dT

= lim
T→∞

E
[

x̂T (T )
(
Q +F T RF

)
x̂(T )

]+ lim
T→∞

E
[
eT (T )Qe(T )

]
. (C.133)

The cost rate required just to the control the state estimate x̂(t ) now equals tr
(
X̌ V

)
, while

the cost rate only due to the estimation error e(t ) is tr
(
ĚQ

)
. But the sum of these two

terms is less than the total expected cost rate (C.118).
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The reason why we eventually wind up with more costs is because there is still cou-
pling between the two parameters e(t ) and x̂(t ). To be precise, the error affects the state
estimate due to the term −KC within Ã. Intuitively this means that, when there is an
error e(t ), this error results in inputs u(t ) to control the estimate x̂(t ), even though that
estimate turns out to be wrong. Luckily x̂(t ) does not influence e(t ), which is the reason
why we can still design our controller and observer separately. But the cost we wind up
with is higher than the cost we would expect to get from each individual part.

The final question we should ask ourselves is whether this result also holds for the
discounted cost function. The answer is that it does. There is one difference though.
The costs only due to the error, given by∫ ∞

0
e2αt eT (t )Qe(t )d t , (C.134)

are now not minimized anymore by Ǩ = ĚC T W −1. Instead, we need a new observer gain
matrix Ǩα.

Theorem C.18. Consider the linear system (C.115). Assume there are matrices Fα and Kα

for which Aα−BFα and Aα−KαC are stable. The expected discounted cost (C.84) with
α < 0 is minimized by the feedback matrix F̌α from (C.85) and the observer gain matrix
Ǩα given by

Ǩα = ĚαC T W −1, (C.135)

where Ěα is the solution to the Riccati equation

AαĚα+ ĚαAT
α + (V −2αΣ0)− ĚαC T W −1C Ěα = 0. (C.136)

The resulting expected cost equals

E
[

J
]= tr

((−X̌α

2α

)(
Ǩ W Ǩ T −2αµ0µ

T
0

))+ tr

((−Ěα
2α

)
Q

)
(C.137)

= tr

((−X̌α

2α

)
(V −2αΨ0)

)
+ tr

((−Ěα
2α

)
F̌ T RF̌

)
.

Proof. We can derive this result in almost the exact same way as we derived Theorem C.17.
We just need to pay attention to the minor differences.

First of all, the initial distribution of x̃(t ) suddenly has become important. It equals

x̃0 =
[

x̂0
e0

]
∼N

([
µ0
0

]
,

[
0 0
0 Σ0

])
=N

(
µ̃0, Σ̃0

)
. (C.138)

According to Theorem C.9, the cost which we want to minimize now has turned from

tr
(
Ṽ X̄ Q̃

Ã

)
into

E
[

J
]= tr

((
Ψ̃0 − Ṽ

2α

)
X̄ Q̃

Ãα

)
. (C.139)
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So we need to replace Ã by Ãα, or equivalently A by Aα. Similarly, we need to replace Ṽ

by
(
Ψ̃0 − Ṽ

2α

)
, or equivalently[

K W K T K W K T

K W K T K W K T +V

]
by

[
µ0µ

T
0 0

0 Σ0

]
− 1

2α

[
K W K T K W K T

K W K T K W K T +V

]
(C.140)

=
[
µ0µ

T
0 +K

(−W
2α

)
K T K

(−W
2α

)
K T

K
(−W

2α

)
K T K

(−W
2α

)
K T + (

Σ0 − V
2α

)] .

That is, we need to replace W by −W
2α and V by

(
Σ0 − V

2α

)
.

Picking K now can be done in the same way. We optimize the equivalent of (C.129),
which equals

(Aα−KC ) X22 +X22 (Aα−KC )T +K

(−W

2α

)
K T +

(
Σ0 − V

2α

)
= 0. (C.141)

Let’s write the optimal value of X22 as Ě ′
α. It will be the solution of the Riccati equation

AαĚ ′
α+ Ě ′

αAT
α +

(
Σ0 − V

2α

)
− Ě ′

αC T
(−W

2α

)−1

C Ě ′
α = 0. (C.142)

So solving the Riccati equation gives us Ě ′
α. The corresponding optimal observer gain

matrix Ǩα then equals

Ǩα = Ě ′
αC T

(−W

2α

)−1

. (C.143)

The only downside is that these equations do not work as α→ 0, because then Ě ′
α →∞.

We fix this by multiplying (C.142) by −2α and subsequently defining Ěα = −2αĚ ′
α. This

results in the more familiar Riccati equation (C.136), while the optimal observer gain
matrix can be written as (C.135).

The result of this choice of K is that X12 = 0 again and that, equivalently to (C.131),
X11 becomes the solution of the Lyapunov equation

(Aα−BF ) X11 +X11 (Aα−BF )T +µ0µ
T
0 +K

(−W

2α

)
K T = 0. (C.144)

We now want to choose F to minimize the expected cost

E
[

J
]= tr

(
X11

(
Q +F T RF

)+ Ě ′
αQ

)
(C.145)

= tr

((
µ0µ

T
0 +K

(−W

2α

)
K T

)
X̄ Q+F T RF

Aα−BF + Ě ′
αQ

)
,

where we have again applied Theorem A.29. Note that only the Lyapunov solution term
depends on F , and we already know how to find its optimum. To be precise, its optimum
is the same as previously, except that A has been replaced by Aα. It is hence the solution
X̌α to the Riccati equation (C.86). The corresponding value of F equals F̌α = R−1B T X̌α.
Rewriting the expected cost (C.145) will then result in the first expression from (C.137).
To find the second expression from (C.137) we should have used a different joint vector
x̃(t ), identically to what was mentioned at the end of Theorem C.17.
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We know how α affects the feedback matrix F̌α. If α becomes negative, we get a lazy
controller. So how does α affect the observer gain matrix Ǩα?

To see how this works, we just need to compare the two discounted Riccati equa-
tions (C.86) and (C.136). They are nearly the same. C replaces B , W replaces R, (V −2αΣ0)
replaces Q, X̌α replaces Ěα and F̌α replaces Ǩα. If a negative value of α will cause F̌α to
be small, then the same will hold for Ǩα.

Intuitively you can see this as follows. When α is highly negative, the current time
is far more important than the future; even the near future. So the controller will think,
‘Aggressively adjusting the state to any process noise will cost effort now, and only slowly
improve the state over time. That doesn’t seem worth it, especially since the state will
soon be unimportant anyway.’ Similarly, the observer will think, ‘Aggressively adjusting
the state estimate to any measurement noise will cost effort now, and only slowly im-
prove this estimate over time. That doesn’t seem worth it, especially since any errors will
soon be unimportant anyway.’ The two thoughts are equivalent too.

The result of such a lazy observer is that the estimate x̂(t ) will not fluctuate too much
along with measurement noise. As such, the total input applied to the system will be
less. However, it also means that any deviations of the observation error e(t ) that may
be present due to noise will be damped out less quickly, resulting in a larger steady-state
error covariance limt→∞Σe (t ).

An interesting fact is that, when we use α> 0, and we get a more aggressive observer,
then the steady-state error covariance limt→∞Σe (t ) will also be larger. Feel free to reason
out for yourself why this is the case.

C.4. THE VARIANCE OF THE LQG COST

In Section C.2 we have derived expressions for the mean LQG cost E
[

J
]
. In this section

we expand on that by deriving expressions for the variance V
[

J
]
. We should note here

that the cost J does not have a Gaussian distribution, so the mean and variance do not
tell us everything about the distribution of J . (Look up Figure C.2 on page 330 to see what
the distribution does look like.) Nevertheless, the variance does give some information
about how spread out it will be.

We start by studying two special cases: the infinite-time case T →∞ (Section C.4.1)
and the non-discounted case α = 0. (Section C.4.2). This will let us know the general
method with which we can derive expressions for the variance. We then expand this
method to the general case with finite T and negativeα (Section C.4.3). Finally, we derive
our expressions all over again, but then using matrix exponentials instead of Lyapunov
solutions (Section C.4.4).

Most of the proofs you find in this section can also be found in Bijl et al. (2016), albeit
in an abbreviated form and with a slightly adjusted notation. So for the summary, you
can look up that paper. For the more elaborate and comprehensive version, keep on
reading here.
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C.4.1. THE INFINITE-TIME CASE
We first investigate the infinite-time discounted cost function C.48. The variance of the
cost is given by

V
[

J
]≡E[(

J −E[
J
])2

]
=E[

J 2]−E[
J
]2 . (C.146)

We already know how to calculate E
[

J
]
, but how do we find E

[
J 2

]
, given the system

parameters A, V , Q, R,µ0 and Σ0? (Or alternatively usingΨ0 =Σ0+µ0µ
T
0 instead of Σ0?)

That is the key question. It will be answered by the following theorem, which uses the
notation from Appendix A.4.1.

Theorem C.19. Consider the system ẋ(t ) = Ax(t )+v (t ). Assume that α< 0 and that Aα is
stable. The varianceV

[
J
]

of the infinite-time cost C.48 is then given by

V
[

J
]= 2tr

((
Ψ0 X̄ Q

α

)2
)
−2

(
µT

0 X̄ Q
α µ0

)2 +4tr

((
XΨ0

2α − X V
2α

4α

)
X̄ Q
α V X̄ Q

α

)
. (C.147)

Proof. We start off by evaluatingE
[

J 2
]
. This equals

E
[

J 2]=E[(∫ ∞

0
e2αt xT (t )Qx(t )d t

)2]
(C.148)

=E
[(∫ ∞

0
e2αt1 xT (t1)Qx(t1)d t

)(∫ ∞

0
e2αt2 xT (t2)Qx(t2)d t

)]
=E

[∫ ∞

0

∫ ∞

0
e2α(t1+t2)xT (t1)Qx(t1)xT (t2)Qx(t2)d t2 d t1

]
.

The above quantity is a scalar, which means we can take the trace of it. This allows us to
apply Theorem B.20, resulting in

E
[

J 2]=E[∫ ∞

0

∫ ∞

0
tr

(
e2α(t1+t2)xT (t1)Qx(t1)xT (t2)Qx(t2)

)
d t2 d t1

]
(C.149)

=
∫ ∞

0

∫ ∞

0

(
tr

(
e2αt1Ψ(t1)Q

)
tr

(
e2αt2Ψ(t2)Q

)+2tr
(
e2α(t1+t2)Ψ(t2, t1)QΨ(t1, t2)Q

)
−2e2α(t1+t2)µT (t1)Qµ(t1)µT (t2)Qµ(t2)

)
d t2 d t1.

We know µ(t ) from Theorem C.2 and both Ψ(t ) and Ψ(t1, t2) from Theorem C.5. That
allows us to expand the above expression. This will give us overly long equations though,
so to prevent that, we will consider each of the three terms from the above equation
separately. That is, we writeE

[
J 2

]= T1 +T2 +T3, where

T1 =
∫ ∞

0

∫ ∞

0
tr

(
e2αt1Ψ(t1)Q

)
tr

(
e2αt2Ψ(t2)Q

)
d t2 d t1, (C.150)

T2 = 2
∫ ∞

0

∫ ∞

0
tr

(
e2α(t1+t2)Ψ(t2, t1)QΨ(t1, t2)Q

)
d t2 d t1, (C.151)

T3 =−2
∫ ∞

0

∫ ∞

0
e2α(t1+t2)µT (t1)Qµ(t1)µT (t2)Qµ(t2)d t2 d t1. (C.152)
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We can see right away (see for instance (C.37)) that T1 = E[
J
]2. It now follows directly

from (C.146) thatV
[

J
]= T2 +T3. So we only need to solve T2 and T3.

We start with T3. We can apply Theorem C.2 to expand µ(t ) and then use Theo-
rem A.25 to solve the resulting integral. This will give us

T3 =−2

(∫ ∞

0
e2αtµT (t )Qµ(t )d t

)2

(C.153)

=−2

(∫ ∞

0
e2αtµT

0 e AT t Qe Atµ0 d t

)2

=−2

(
µT

0

(∫ ∞

0
e AT

α t Qe Aαt d t

)
µ0

)2

=−2
(
µT

0 X̄ Q
α µ0

)2
.

Next up is T2. This is the most tricky term to solve. The first reason why this is tricky is
because the expression (C.34) forΨ(t1, t2) is only valid for t1 ≤ t2. Luckily, we can notice
that the integrand of (C.151) is symmetric in t1 and t2. That is, if we interchange t1 and
t2, we get exactly the same integrand; except transposed, but the integrand is a scalar
anyway. Because of this, we do not have to integrate over the complete integration area
– all possible values of t1 and t2. We could also integrate over half the integration area –
only over the values t1 ≤ t2. By doing this, we get half the outcome, so we should multiply
the outcome by two. This gives us

T2 = 4
∫ ∞

0

∫ ∞

t1

tr
(
e2α(t1+t2)ΨT (t1, t2)QΨ(t1, t2)Q

)
d t2 d t1. (C.154)

This allows us to apply (C.34). If we then also define the shorthand notation∆=Ψ0−X V ,
it follows that

T2 = 4
∫ ∞

0

∫ ∞

t1

tr

(
e2α(t1+t2)

(
e At1

(
Ψ0 −X V )

e AT t2 +X V e AT (t2−t1)
)T

Q (C.155)(
e At1

(
Ψ0 −X V )

e AT t2 +X V e AT (t2−t1)
)

Q
)

d t2 d t1

= 4
∫ ∞

0

∫ ∞

t1

tr
(
e2α(t1+t2)e At2∆e AT t1Qe At1∆e AT t2Q +e2α(t1+t2)e A(t2−t1)X V QX V e AT (t2−t1)Q

+2e2α(t1+t2)e A(t2−t1)X V Qe At1∆e AT t2Q
)

d t2 d t1.

There are once more three terms in this expressions, which we will denote by T2,1, T2,2

and T2,3, respectively. To be precise,

T2,1 = 4
∫ ∞

0

∫ ∞

t1

tr
(
e2α(t1+t2)e At2∆e AT t1Qe At1∆e AT t2Q

)
d t2 d t1, (C.156)

T2,2 = 4
∫ ∞

0

∫ ∞

t1

tr
(
e2α(t1+t2)e A(t2−t1)X V QX V e AT (t2−t1)Q

)
d t2 d t1, (C.157)

T2,3 = 8
∫ ∞

0

∫ ∞

t1

tr
(
e2α(t1+t2)e A(t2−t1)X V Qe At1∆e AT t2Q

)
d t2 d t1. (C.158)
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We start with T2,1. We can see that the integrand here is once more symmetric in t1 and
t2. That means we can apply the inverse trick of what we just did. This allows us to solve
the integrals according to

T2,1 = 2tr

(∫ ∞

0

∫ ∞

0
e2α(t1+t2)∆e AT t1Qe At1∆e AT t2Qe At2 d t2 d t1

)
(C.159)

= 2tr

((∫ ∞

0
e2αt∆e AT t Qe At d t

)2)
= 2tr

((
∆X̄ Q

α

)2
)

.

The next term, T2,2 is not symmetric in t1 and t2. We do want both lower integration
bounds to be zero though. To fix this, we define s = t2 − t1. If we would integrate over s
instead of t2, then d s = d t2 while the integral bounds would run from 0 to ∞. This results
in

T2,2 = 4
∫ ∞

0

∫ ∞

0
tr

(
e2α(2t1+s)X V QX V e AT sQe As

)
d s d t1 (C.160)

= 4
∫ ∞

0
tr

(
e4αt1 X V QX V X̄ Q

α

)
d t1

= 4tr

(
X V Q

(−X V

4α

)
X̄ Q
α

)
.

For T2,3 we can apply the same substitution of s = t2 − t1. This turns it into

T2,3 = 8
∫ ∞

0

∫ ∞

0
tr

(
e2α(2t1+s)X V Qe At1∆e AT (s+t1)Qe As

)
d s d t1 (C.161)

= 8
∫ ∞

0
tr

(
e4αt1 X V Qe At1∆e AT t1 X̄ Q

α

)
d t1

= 8tr
(

X V QX∆
2α X̄ Q

α

)
.

Putting everything together results in the cost variance

V
[

J
]= 2tr

((
∆X̄ Q

α

)2
)
−2

(
µT

0 X̄ Q
α µ0

)2 +4tr

(
X V Q

(
2X∆

2α−
X V

4α

)
X̄ Q
α

)
. (C.162)

This seems like a pretty nice and easy-to-use expression, but it is not equal to (C.147),
which is still a slight bit more elegant. Luckily we can rewrite one into the other. This is a
more elaborate process than you might at first expect, so I have made a separate theorem
out of that. Theorem C.20 completes this proof.

Theorem C.20. The two expressions (C.147) and (C.162) are equivalent.

Proof. We will start by rewriting 2tr
(
∆X̄ Q

α

)2
. It equals

2tr

((
∆X̄ Q

α

)2
)
= 2tr

(((
Ψ0 −X V )

X̄ Q
α

)2
)

(C.163)

= 2tr

((
Ψ0 X̄ Q

α

)2 +
(

X V X̄ Q
α

)2 −2Ψ0 X̄ Q
α X V X̄ Q

α

)
.
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Next, we briefly define the shorthand P = 2X∆
2α− X V

4α and rewrite 4tr
(

X V QP X̄ Q
α

)
. Due to

the definition of X̄ Q
α , it must equal

4tr
(

X V QP X̄ Q
α

)
= 4tr

(
X V

(
−AT

α X̄ Q
α − X̄ Q

α Aα

)
P X̄ Q

α

)
. (C.164)

We know that tr(S) = tr
(
ST

)
for any matrix S, and as a result tr(S) = 1

2 tr
(
S +ST

)
. If we

apply this, we find that

4tr
(

X V QP X̄ Q
α

)
= 2tr

(
−X V AT

α X̄ Q
α P X̄ Q

α −X V X̄ Q
α AαP X̄ Q

α (C.165)

−AαX V X̄ Q
α P X̄ Q

α −X V X̄ Q
α PAT

α X̄ Q
α

)
.

Per definition we have Aα = A+αI . Using this, we can see that the above is equivalent to

4tr
(

X V QP X̄ Q
α

)
= 2tr

(
−X V AT X̄ Q

α P X̄ Q
α −X V X̄ Q

α A2αP X̄ Q
α (C.166)

−AX V X̄ Q
α P X̄ Q

α −X V X̄ Q
α PAT

2α X̄ Q
α

)
= 2tr

((−AX V −X V AT )
X̄ Q
α P X̄ Q

α +X V X̄ Q
α

(−A2αP −PAT
2α

)
X̄ Q
α

)
.

We know that −AX V −X V AT equals V , but what is −A2αP −PAT
2α equal to? Applying the

definition ∆=Ψ0 −X V , we find that

−A2αP −PAT
2α =−2

(
A2αX∆

2α−X∆
2αAT

2α

)+ (A+2αI )
X V

4α
+ X V

4α
(A+2αI )T (C.167)

= 2∆+ 1

4α

(
AX V +X V AT )+4α

X V

4α

= 2Ψ0 −2X V + −V

4α
+X V = 2Ψ0 −X V − V

4α
.

We can also rewrite P itself. If we first apply Theorem A.27, followed by Theorem A.30, it
turns into

P = 2XΨ0−X V

2α − X V

4α
= 2

(
XΨ0

2α −X X V

2α

)
− X V

4α
= 2

(
XΨ0

2α − X V
2α−X V

4α

)
− X V

4α
. (C.168)

As a result of this, we wind up with

4tr
(

X V QP X̄ Q
α

)
= 2tr

(
V X̄ Q

α

(
2

(
XΨ0

2α − X V
2α−X V

4α

)
− X V

4α

)
X̄ Q
α +X V X̄ Q

α

(
2Ψ0 −X V − V

4α

)
X̄ Q
α

)

= 4tr

(
V X̄ Q

α

(
XΨ0

2α − X V
2α

4α

)
X̄ Q
α

)
+2tr

(
2X V X̄ Q

αΨ0 X̄ Q
α −

(
X V X̄ Q

α

)2
)

. (C.169)

By combining (C.163) and (C.169), we now see that

2tr

((
∆X̄ Q

α

)2
)
+4tr

(
X V QP X̄ Q

α

)
= 2tr

((
Ψ0 X̄ Q

α

)2
)
+4tr

((
XΨ0

2α − X V
2α

4α

)
X̄ Q
α V X̄ Q

α

)
, (C.170)

which proves that (C.147) and (C.162) are indeed equivalent.
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C.4.2. THE NON-DISCOUNTED CASE
The cost for the non-discounted case can be derived in a very similar way. The details
are all just different. If we once more use ∆ =Ψ0 − X V , we wind up with the following
theorem.

Theorem C.21. Consider the system ẋ(t ) = Ax(t )+ v (t ). Assume that A is Sylvester. The

varianceV
[

J
T

]
of the finite-time cost (C.42) (with α= 0) is then given by

V
[

J
T

]
= 2tr

(
(∆X̄ Q (T ))2)−2

(
µT

0 X̄ Q (T )µ0

)2 +4tr
(

X V Q
(

X V
(
T X̄ Q − X̄ X̄ Q

(T )
)

(C.171)

+2X∆ X̄ Q (T )−2X̃ X∆e AT T Q (T )
))

.

Proof. We will follow the same set-up as the proof of Theorem C.19. Make sure you have

read that proof before. Just like previously, we haveV
[

J
T

]
= T2 +T3, where the terms T2

and T3 follow from (C.151) and (C.152). The main difference is that now the integrals run
up to time T and α has been set to zero.

For T3 this results in

T3 =−2

(
µT

0

(∫ T

0
e AT t Qe At d t

)
µ0

)
=−2

(
µT

0 X̄ Q (T )µ0

)
, (C.172)

where we have used definition (A.119) of X̄ Q (T ). Note that X̄ Q (T ) can be found through
Theorem A.26.

We once more split T2 up into the three terms T2,1, T2,2 and T2,3. T2,1 now equals

T2,1 = 2tr

((∫ T

0
∆e AT t Qe At

)2
)
= 2tr

((
∆X̄ Q (T )

)2
)

. (C.173)

For T2,2 we apply the same substitution of s = t2 − t1. This results in

T2,2 = 4
∫ T

0

∫ T

t1

tr
(
e A(t2−t1)X V QX V e AT (t2−t1)Q

)
d t2 d t1 (C.174)

= 4
∫ T

0

∫ T−t1

0
tr

(
X V QX V e AT sQe As

)
d s d t1.

Solving this is relatively easy if we first interchange the integrals. When doing so, we
should keep the integration area the same. This integration area is defined by 0 ≤ t1 ≤ T
and 0 ≤ s ≤ T − t1, or alternatively as 0 ≤ s ≤ T and 0 ≤ s ≤ T −s. (If you draw this area out
in a plane, you will find that these integration bounds are equivalent.) So we get

T2,2 = 4
∫ T

0

∫ T−s

0
tr

(
X V QX V e AT sQe As

)
d t1 d s (C.175)

= 4
∫ T

0
(T − s) tr

(
X V QX V e AT sQe As

)
d s.

This gives us two integrals – one with T and one with s. The first can be solved directly,
while the second requires Theorem A.31. The solution will equal

T2,2 = 4tr
(

X V QX V
(
T X̄ Q (T )− X̄ X̄ Q

))
. (C.176)
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We have saved the worst for last: the term T2,3. If we apply the same substitution and
interchanging of integrals, then similarly to (C.161) we get

T2,3 = 8
∫ T

0

∫ T−s

0
tr

(
X V Qe At1∆e AT (s+t1)Qe As

)
d t1 d s (C.177)

= 8
∫ T

0
tr

(
X V QX∆(T − s)e AT sQe As

)
d s.

We can expand X∆(T − s) using Theorem A.26, giving us

T2,3 = 8
∫ T

0
tr

(
X V Q

(
X∆−e A(T−s)X∆e AT (T−s)

)
e AT sQe As

)
d s (C.178)

= 8
∫ T

0
tr

(
X V QX∆e AT sQe As −X V Qe A(T−s)X∆e AT (T−s)e AT sQe As

)
d s

= 8tr

(
X V QX∆ X̄ Q (T )−X V Q

(∫ T

0
e A(T−s)X∆e AT T Qe As d s

))
.

The integral in the above expression is per definition (A.121) equal to X̃ X∆e AT T Q (T ). It
can be found through Theorem A.39. Using it, we now know that T2,3 equals

T2,3 = 8tr

(
X V QX∆ X̄ Q (T )−X V Q X̃ X∆e AT T Q (T )

)
. (C.179)

If we now merge all our results together, we directly find (C.171).

When T →∞, the variance of the cost (when α = 0) naturally goes to infinity. How-
ever, it would be interesting to calculate the variance of the steady-state cost rate. When
A is stable, then this will be finite. Its value can be found through the following theorem.

Theorem C.22. Consider the system ẋ(t ) = Ax(t )+ v (t ). Assume that A is stable. The
variance of the steady-state cost rate (C.46) is then given by

V

[
lim

T→∞
d J

T

dT

]
= 2tr

((
X V Q

)2
)

. (C.180)

Proof. By taking the variance of the steady-state cost rate (C.46) we get

V

[
lim

T→∞
d J

T

dT

]
= lim

T→∞
V

[
xT (T )Qx(T )

]
(C.181)

= lim
T→∞

E
[(

xT (T )Qx(T )
)2

]
−E[

xT (T )Qx(T )
]2

.

We already know the expected steady-state cost rate E
[

xT (T )Qx(T )
]

from (C.47). By
using Theorem B.19 we can also find that

E
[(

xT (T )Qx(T )
)2

]
= tr(Ψ(T )Q)2 +2tr

(
(Ψ(T )Q)2)−2

(
µT (T )Qµ(T )

)
. (C.182)
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In the limit of T → ∞, we have µ(T ) → 0 and Ψ(T ) → X V . As a result, the variance
immediately reduces to

V

[
lim

T→∞
d J

T

dT

]
= 2tr

((
X V Q

)2
)

, (C.183)

which equals (C.180). Do note here that 2tr
((

X V Q
)2

)
is not the same as 2tr

((
V X̄ Q

)2
)
, so

there is no easy alternate version for this expression.

C.4.3. THE GENERAL CASE
We have saved the hardest and most general case for last. Let’s consider the variance of
the finite-time discounted cost function.

Theorem C.23. Consider the system ẋ(t ) = Ax(t )+v (t ). Assume that A−α, A, Aα and A2α

are Sylvester. The varianceV
[

J
T

]
of the finite-time cost (C.49) is then given by

V[JT ] = 2tr
(
(∆X̄ Q

α (T ))2
)
−2

(
µT

0 X̄ Q
α (T )µ0

)2 +4tr
(

X V Q
(

X V e4αT X̄ Q
−α(T )− X̄ Q

α (T )

4α

+2X∆
2α X̄ Q

α (T )−2X̃
X∆2αe AT

2αT Q
2α (T )

))
. (C.184)

Proof. For this proof we will use the same set-up as we did in Theorems C.19 and C.21.
Make sure you are familiar with that first.

We once more find the term T3, which now equals

T3 =−2

(
µT

0

(∫ T

0
e2αt e AT t Qe At d t

)
µ0

)
=−2

(
µT

0 X̄ Q
α (T )µ0

)
. (C.185)

For T2,1 we find that

T2,1 = 2tr

((∫ T

0
e2αt∆e AT t Qe At

)2
)
= 2tr

((
∆X̄ Q

α (T )
)2

)
. (C.186)

Our starting point for T2,2, similarly to (C.175), is

T2,2 = 4
∫ T

0

∫ T−s

0
tr

(
e2α(2t1+s)X V QX V e AT sQe As

)
d t1 d s (C.187)

= 4
∫ T

0

(
e4α(T−s) −1

4α

)
tr

(
e2αs X V QX V e AT sQe As

)
d s.

This integral once more has two parts, which we can solve through

T2,2 = 4
∫ T

0

1

4α
tr

(
e4αT e−2αs X V QX V e AT sQe As −e2αs X V QX V e AT sQe As

)
d s

= 4tr

(
X V QX V e4αT X̄ Q

−α(T )− X̄ Q
α (T )

4α

)
. (C.188)
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Finally there is T2,3. Similarly to (C.177) we get

T2,3 = 8
∫ T

0

∫ T−s

0
tr

(
e2α(2t1+s)X V Qe At1∆e AT (s+t1)Qe As

)
d t1 d s (C.189)

= 8
∫ T

0
tr

(
e2αs X V QX∆

2α(T − s)e AT sQe As
)

d s.

Expanding X∆
2α(T−t2) through Theorem A.26 and subsequently applying definition (A.121)

turns this into

T2,3 = 8
∫ T

0
tr

(
e2αs X V Q

(
X∆

2α−e A2α(T−s)X∆
2αe AT

2α(T−s)
)

e AT sQe As
)

d s (C.190)

= 8
∫ T

0
tr

(
e2αs X V QX∆

2αe AT sQe As −e2α(2T−s)X V Qe A(T−s)X∆
2αe AT T Qe As

)
d s

= 8tr

(
X V Q

(
X∆

2α

(∫ T

0
e AT

α sQe Aαs d s

)
−

(∫ T

0
e A2α(T−s)X∆

2αe AT
2αT Qe As d s

)))
= 8tr

(
X V Q

(
X∆

2α X̄ Q
α (T )− X̃

X∆2αe AT
2αT Q

2α (T )

))
.

Adding up all the intermediate results now directly gives us (C.184).

The nice part is that Theorem C.23 reduces to Theorems C.19 and C.21 in the cases
of T →∞ and α→ 0, respectively.

When T →∞, then for stable Aα and α < 0 we will have e AαT → 0 and e4αT → 0. In
addition, X̄ Q

α (T ) → X̄ Q
α , which means that (C.184) reduces to (C.162).

When α→ 0, something similar happens. Although here we first have to combine
Theorems A.26 and A.30 to find that

X̄
X̄ Q
−α

α (T ) = X̄
X̄ Q
−α

α −e AT
αT X̄

X̄ Q
−α

α e AαT = X̄ Q
α − X̄ Q

−α
4α

−e AT
αT X̄ Q

α − X̄ Q
−α

4α
e AαT (C.191)

=
(

X̄ Q
α −e AT

αT X̄ Q
α e AαT

4α

)
−e4αt

(
X̄ Q
−α−e AT−αT X̄ Q

−αe A−αT

4α

)
+ e4αT −1

4α
X̄ Q
−α

= X̄ Q
α (T )−e4αT X̄ Q

−α(T )

4α
+ e4αT −1

4α
X̄ Q
−α.

In addition, l’Hôpital’s rule also tells us that

lim
α→0

e4αT −1

4α
= lim
α→0

d
dα

(
e4αT −1

)
d

dα (4α)
= lim
α→0

4Te4αT

4
= T. (C.192)

Combining these two results implies that, as α→ 0, we have

e4αT X̄ Q
−α(T )− X̄ Q

α (T )

4α
→ T X̄ Q − X̄ X̄ Q

(T ). (C.193)

Through this, (C.184) immediately reduces to (C.171) as α→ 0.
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C.4.4. SOLUTIONS USING MATRIX EXPONENTIALS

The method of using Lyapunov solutions to find E
[

J
T

]
and V

[
J

T

]
has a significant

downside: if A or Aα is not Sylvester, the theorems do not hold. By solving integrals
using matrix exponentials, using the theorems from Appendix A.5, we can work around
that problem.

Theorem C.24. If we define the matrix C as

C =


−AT

2α Q 0 0 0
0 A V 0 0
0 0 −AT Q 0
0 0 0 A2α V
0 0 0 0 −AT

−2α

 , (C.194)

and write C e ≡ eC T as

eC T ≡C e =

C e
11 · · · C e

15
...

. . .
...

C e
51 · · · C e

55

 , (C.195)

then we can findE
[

J
T

]
andV

[
J

T

]
through

E
[

J
T

]
= tr

(
(C e

44)T (
C e

12Ψ0 +C e
13

))
, (C.196)

V
[

J
T

]
= 2tr

((
(C e

44)T (
C e

12Ψ0 +C e
13

))2 −2(C e
44)T (C e

14Ψ0 +C e
15)

)
(C.197)

−2
(
µT

0 (C e
44)T C e

12µ0

)2
.

Proof. We first prove the expression forE
[

J
T

]
. We know from (C.51) that

E
[

J
T

]
= tr

((∫ T

0
e2αtΨ(t )d t

)
Q

)
. (C.198)

We also know that Σ(t ) satisfies (C.17), and identically thatΨ(t ) satisfies

Ψ(t ) = e AtΨ0e AT t +
∫ t

0
e A(t−s)V e AT (t−s) d s. (C.199)

Inserting this into (C.198) will give us

E
[

J
T

]
= tr

(∫ T

0
e2αt e AtΨ0e AT t Q d t +

∫ T

0

∫ t

0
e2αt e A(t−s)V e AT (t−s)Q d s d t

)
(C.200)

= tr

(∫ T

0
e AT

2αt Qe AtΨ0 d t +
∫ T

0

∫ t

0
e AT

2αt Qe A(t−s)V e−AT s d s d t

)
= tr

(
e AT

2αT
∫ T

0
e−AT

2α(T−t )Qe AtΨ0 d t +e AT
2αT

∫ T

0

∫ t

0
e−AT

2α(T−t )Qe A(t−s)V e−AT s d s d t

)
.



C

326 C. LINEAR SYSTEMS THEORY

This may seem like a completely haphazard way of rewriting the equation. It makes
sense when we add in Theorems A.34 through A.37. These theorems tell us that

C e
44 = e A2αT , (C.201)

C e
12 =

∫ T

0
e−AT

2α(T−t )Qe At d t , (C.202)

C e
13 =

∫ T

0

∫ t

0
e−AT

2α(T−t )Qe A(t−s)V e−AT s d s d t . (C.203)

Applying them immediately results in (C.196).

Proving the expression for V
[

J
T

]
is done similarly, but it will obviously be more

work. First of all, we should note that C e
14 and C e

15 equal

C e
14 =

∫ T

0

∫ t

0

∫ s

0
e−AT

2α(T−t )Qe A(t−s)V e−AT (s−r )Qe A2αr dr d s d t , (C.204)

C e
15 =

∫ T

0

∫ t

0

∫ s

0

∫ r

0
e−AT

2α(T−t )Qe A(t−s)V e−AT (s−r )Qe A2α(r−q)V e−AT
−2αq d q dr d s d t .

Using this, we will find the terms T3 and T2 from the proof of Theorem C.23. After all,

together these two terms equalV
[

J
T

]
. We can directly see from (C.185) that T3 equals

T3 =−2

(
µT

0

(∫ T

0
e2αt e AT t Qe At d t

)
µ0

)
=−2

(
µT

0 (C e
44)T C e

12µ0

)2
. (C.205)

Next, we will find T2. This will be done very differently than previously. We begin all the
way at the original definition (C.151) of T2, which is for the finite-time case equal to

T2 = 2
∫ T

0

∫ T

0
tr

(
e2α(t1+t2)Ψ(t2, t1)QΨ(t1, t2)Q

)
d t2 d t1. (C.206)

For Ψ(t1, t2) we now use a relation similar to (C.199). We can derive, similarly to (C.25),
that

Ψ(t1, t2) = e At1Ψ0e AT t2 +
∫ t1

0

∫ t2

0
e A(t1−s1)V δ (s1 − s2)e AT (t2−s2) d s2 d s1 (C.207)

= e At1Ψ0e AT t2 +
∫ min(t1,t2)

0
e A(t1−s)V e AT (t2−s) d s.

Keep in mind here that Ψ(t1, t2) =ΨT (t2, t1). To keep our equation manageable, we will
writeΨ(t1, t2) asΨa +Ψb , where we define

Ψa = e At1Ψ0e AT t2 , (C.208)

Ψb =
∫ min(t1,t2)

0
e A(t1−s)V e AT (t2−s) d s. (C.209)
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This turns (C.206) into three parts, being T2 = T2,aa +T2,ab +T2,bb , where each of these is
defined as

T2,aa = 2
∫ T

0

∫ T

0
tr

(
e2α(t1+t2)ΨT

a QΨaQ
)

d t2 d t1, (C.210)

T2,ab = 4
∫ T

0

∫ T

0
tr

(
e2α(t1+t2)ΨT

a QΨbQ
)

d t2 d t1, (C.211)

T2,bb = 2
∫ T

0

∫ T

0
tr

(
e2α(t1+t2)ΨT

b QΨbQ
)

d t2 d t1. (C.212)

We just need to rewrite each of these terms in a format which we can solve through ma-
trix exponentials. For T2,aa this goes according to

T2,aa = 2
∫ T

0

∫ T

0
tr

(
e2α(t1+t2)e At2Ψ0e AT t1Qe At1Ψ0e AT t2Q

)
d t2 d t1 (C.213)

= 2tr

((∫ T

0
e2αt e AT t Qe AtΨ0

)2
)

= 2tr
((

(C e
44)T C e

12Ψ0
)2

)
.

For T2,ab we get an extra integral, which means we wind up with

T2,ab = 4
∫ T

0

∫ T

0

∫ min(t1,t2)

0
tr

(
e2α(t1+t2)e AT t2Ψ0e At1Qe A(t1−s)V e AT (t2−s)Q

)
d s d t2 d t1.

(C.214)

The main problem here is the order of integration. We want to cycle the multiplication
of the elements in the integrand to have Ψ0 at the end. When we do, we see that we
encounter t1 in the exponents first, then s and then t2. So we want the integration order
to become d t2 d s d t1. How do we accomplish this?

We can rearrange the integrals as long as we keep the integration area the same. This
area is described by 0 ≤ s ≤ (t1, t2) ≤ T . Given the order of integration that we want, we
can turn the above into

T2,ab = 4
∫ T

0

∫ t1

0

∫ T

s
. . . d t2 d s d t1 (C.215)

= 4
∫ T

0

∫ t1

0

∫ T

0
. . . d t2 d s d t1 −4

∫ T

0

∫ t1

0

∫ s

0
. . . d t2 d s d t1.

In the last part we have split the integral up into two integrals. The good news is that we
can solve both integrals, because they are in the right order and their integration bounds
are zero. We can also even split up the first integral. This turns T2,ab into

T2,ab = 4tr

((∫ T

0

∫ t1

0
e2αt1 e AT t1Qe A(t1−s)V e−AT s d s d t1

)(∫ T

0
e2αt2 e AT t2Qe At2 d t2

)
Ψ0

)
−4tr

(∫ T

0

∫ t1

0

∫ s

0
e2α(t1+t2)e AT t1Qe A(t1−s)V e AT (t2−s)Qe At2Ψ0 d t2 d s d t1

)
= 4tr

(
(C e

44)T C e
13(C e

44)T C e
12Ψ0 − (C e

44)T C e
14Ψ0

)
. (C.216)



C

328 C. LINEAR SYSTEMS THEORY

That leaves us with T2,bb to solve. It equals

T2,bb = 2
∫ T

0

∫ T

0

∫ min(t1,t2)

0

∫ min(t1,t2)

0
tr

(
e2α(t1+t2)e A(t2−s1)V e AT (t1−s1)Q (C.217)

e A(t1−s2)V e AT (t2−s2)Q
)

d s2 d s1 d t2 d t1.

The integration area is now given by 0 ≤ (s1, s2) ≤ (t1, t2) ≤ T . As integration order, I will
want d s1 d t2 d s2 d t1. This can be obtained through

T2,bb = 2
∫ T

0

∫ t1

0

∫ T

s2

∫ min(t1,t2)

0
. . .d s1 d t2 d s2 d t1 (C.218)

= 2
∫ T

0

∫ t1

0

∫ T

0

∫ min(t1,t2)

0
. . .d s1 d t2 d s2 d t1 −2

∫ T

0

∫ t1

0

∫ s2

0

∫ min(t1,t2)

0
. . .d s1 d t2 d s2 d t1.

The tricky part now lies in the min(t1, t2) integral bound. For the bounds of the second
integral, we have t2 ≤ s2 ≤ t1, which means that min(t1, t2) reduces to t2. For the left-
hand side integral we have no such luck. However, we can readjust the integral order to
d s2 d t1 d s1 d t2. When we do, we can again pull off the same trick, resulting in

T2,bb = 2
∫ T

0

∫ t2

0

∫ T

s1

∫ t1

0
. . .d s2 d t1 d s1 d t2 −2

∫ T

0

∫ t1

0

∫ s2

0

∫ t2

0
. . .d s1 d t2 d s2 d t1 (C.219)

= 2
∫ T

0

∫ t2

0

∫ T

0

∫ t1

0
. . .d s2 d t1 d s1 d t2 −2

∫ T

0

∫ t2

0

∫ s1

0

∫ t1

0
. . .d s2 d t1 d s1 d t2

−2
∫ T

0

∫ t1

0

∫ s2

0

∫ t2

0
. . .d s1 d t2 d s2 d t1.

We can also note that the integrand (which we have replaced by dots for now) is sym-
metric with respect to both t1 and t2 as well as s1 and s2. That means that the last two
integrals from the above expression are equal. It also allows us to split up the first inte-
gral. This tells us that

T2,bb = 2tr

((∫ T

0

∫ t

0
e2αt e AT t Qe A(t−s)V e−AT s d s d t

)2
)
−4

∫ T

0

∫ t1

0

∫ s2

0

∫ t2

0
(C.220)

tr
(
e2α(t1+t2)e A(t2−s1)V e AT (t1−s1)Qe A(t1−s2)V e AT (t2−s2)Q

)
d s1 d t2 d s2 d t1

= 2tr

((
e AT

2αT
∫ T

0

∫ t

0
e

(−AT
2α

)
(T−t )Qe A(t−s)V e

(−AT )
s d s d t

)2
)
−4tr

(
e AT

2αT
∫ T

0

∫ t1

0

∫ s2

0

∫ t2

0

e(−AT
2α)(T−t1)Qe A(t1−s2)V e(−AT )(s2−t2)Qe A2α(t2−s1)V e(−A−2α)T s1 d s1 d t2 d s2 d t1

)
= 2tr

((
(C e

44)T C e
13

)2 −2(C e
44)T C e

15

)
.

By putting all results together, we find (C.197).

You may be wondering which method works better to calculate the cost mean and
variance: using Lyapunov solutions or matrix exponentials? There are a few cases when
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the choice is obvious. For infinite-time problems we have to use Lyapunov solutions,
while for non-Sylvester matrices A we have to use matrix exponentials.

For the rest, the same issues hold as are discussed in Appendix A.5.3. For small time
steps T (smaller than roughly a few seconds) using the matrix exponential method is of-
ten better, but for larger times the matrix exponential method of Theorem C.24 becomes
numerically very inaccurate. In that case using Lyapunov solutions is the obvious choice.

C.5. APPLICATIONS OF THE DERIVED EXPRESSION
We have derived methods to calculate the mean and the variance of the LQG cost J .
In this section we will look at two questions: are these equations correct and how can
we use them? The first question will be answered in Section C.5.1 while we look at the
second one in Section C.5.2.

C.5.1. A SIMULATION VERIFYING THE DERIVED EQUATIONS
We will set up an example LQG system

ẋ(t ) =
[

1/4 1/2
−1/7 −1/3

]
x(t )+v (t ), (C.221)

which has interesting eigenvalues at 0.075 and −0.16. As distribution of the initial state
x0 we use

x0 ∼N
(
µ0,Σ0

)=N

([
1
−1

]
,

[
4 1
1 2

])
. (C.222)

As cost function weight we use Q = I , and we choose a noise intensity V of

V =
[

3 −2
−2 8

]
(C.223)

Finally we use a simulation time of T = 3s to let the noise and the initial state contribute
roughly equally to the cost.

For this system, we run n = 1000000 numerical simulations with time step d t =
0.01s. The mean and standard deviation of the cost J

T
, for various values of α, is shown

in Table C.1. This table compares these experimental results with the theoretical results
given by (C.43), (C.50), (C.171) and (C.184). Alternatively, we could of course have used
the matrix exponential equations (C.196) and (C.197), but these equations give (as ex-
pected) exactly the same result, barring minor numerical differences.

In Table C.1 we can see that the experimental and the theoretical results are nearly
identical. There are minor differences, but these can be explained partly by statistical
variations and partly by the inaccuracies in the numerical cost integration. As a result,
we can conclude that the derived equations are very likely correct.

It is also interesting to note that the mean and the standard deviation of J
T

are of
the same order of magnitude. This seems strange, because for positive (semi-)definite
Q and R the cost J

T
cannot be negative. The reason for this can be seen if we examine

the probability density function of J
T

, which is shown in Figure C.2. Here we see that

most of the time the cost J
T

is lower than the mean E
[

J
T

]
. However, when the cost is
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Table C.1: The meanE
[

J T

]
and standard deviation

√
V

[
J T

]
of the cost after 1000000 experiments. Experi-

mental results are compared to the theoretical expressions given by (C.43), (C.50), (C.171) and (C.184).

Discount exponent α 0.05 0 −0.05 −0.1

Experiment mean 97.1 80.2 66.6 55.7

Theoretical mean 97.6 80.5 66.9 55.9

Experiment standard deviation 95.8 78.4 64.5 53.4

Theoretical standard deviation 94.6 77.3 63.5 52.6

Figure C.2: The probability density function of the cost J T for various values of α. The vertical lines denote
the means. This plot was generated using a histogram of the cost of 1000000 experiments performed with
system (C.221).

higher than this mean, then it may be a lot higher, increasing the standard deviation of
the distribution.

C.5.2. A SIMULATION APPLYING THE DERIVED EQUATIONS

We will now apply the derived equations. One application, in which we analyze the ap-
proximated cost function of a Gaussian process regression algorithm, can be found in
Section 3.5. Here we will apply the derived expressions for controller synthesis.

In literature, people almost always use the controller that minimizes the expected
value of the cost. This is done irrespective of the variance of the cost. However, if the goal
is to keep the cost below a certain threshold, then this is not always the best approach.

Consider the system

ẋ(t ) =
[

1 0
1/20 1

]
x(t )+

[
1
0

]
u(t )+v (t ), (C.224)
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Figure C.3: The cost mean E
[

J
]

and standard deviation
√
V

[
J
]

with respect to the control matrix F = (1−
f )Fopt + f Fmv, for varying f , when applying the control law u(t ) = −F x(t ) in system (C.224). It is clear that
minimizing the mean cost does not give the same control law as minimizing the cost variance. In general,
using the minimum variance controller results in more safe (stable) controllers, at the cost of larger applied
inputs.

where only the first state can be controlled directly. Furthermore, the coupling between
the first and the second state is very weak. This is troublesome, as the noise v with in-
tensity V = I does excite this second state, and with Q = I there will be penalties. Fixing
the problem can be expensive though, because R = I . However, to prevent the cost from
becoming very high, we use a strongly negative discount exponent α=−0.8.

As control law we use a linear controller u(t ) =−F x(t ). The optimal control matrix,
found through Theorem C.15, equals Fopt =

[
1.6 9.9

]
. It minimizes E

[
J
]

at
[

J (Fopt)
]=

154.4 and standard deviation
√
V

[
J (Fopt)

]= 192.0. However, we can also minimizeV
[

J
]

using a gradient descent method or a similar method. This gives the minimum-variance
control matrix Fmv =

[
4.4 30.0

]
with mean cost E

[
J (Fmv)

] = 187.5 and standard devi-

ation
√
V

[
J (Fmv)

] = 180.5. This mean cost is significantly larger than E[J ]opt, making

it seem as if this is a significantly worse control matrix. This is also illustrated in Fig-
ure C.3, which shows that using Fmv (at f = 1) results in a significantly higher mean cost
than using Fopt (at f = 0).

However, now suppose that we do not care so much about the mean cost. All we
want is to reduce the probability that the cost J is above a certain threshold J̄ . That is, we
aim to minimize p(J > J̄ ) where we use J̄ = 1500, which is roughly ten times the mean.
Using 500000 numerical simulations, with T = 20s and d t = 0.01s, we have found that

p(J (Fopt) > J̄ ) ≈ 0.093%, (C.225)

p(J (Fmv) > J̄ ) ≈ 0.062%. (C.226)

Hence the optimal controller has about half as many threshold-violating cases as the
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minimum-variance control law, which is a significantly worse result. This shows that it
is sometimes useful to go for a control law which reduces the variance of the cost, and
such a control law can be found using the equations we derived.

C.6. OVERVIEW OF LITERATURE AND CONTRIBUTIONS
Most of the theory in this chapter is not new. The basic control system notation of Sec-
tion C.1 was set up by Skogestad and Postlethwaite (2005), while the more formal system
notation came from Øksendal (1985).

In Section C.2, the discounted cost function was mentioned by Bosgra et al. (2008),
who also made a few comments on calculating the expected cost. I have not found any
resource mentioning the finite-time discounted expected cost (C.50) though.

Most of the theory from Section C.3 can also be found spread out across the book
by Anderson and Moore (1990). My own contribution here is Theorem C.18, which I
have not managed to find anywhere else either.

However, my main contribution is Section C.4, studying the distribution and specif-
ically the variance of the LQG cost function. There is actually very few literature on this
exact topic.

It is known that the LQG cost function is the sum of squared Gaussian parameters,
turning it into a generalized noncentralχ2 distribution. This distribution does not have a
known probability density function, although its properties have been studied before in
literature, for instance by Rice (1944), Schwartz (1970), Sain and Liberty (1971). Methods
to approximate it are discussed by Mathai and Provost (1992), Davies (1980). However,
none of this has been applied, or can directly be applied, to the LQG cost function.

When it comes to LQG control, most methods only focus on the expected costE
[

J
]
.

Luckily there are a few exceptions to this. For instance, Minimum Variance Control
(MVC) (see Åström (1970)) minimizes the variance of the output y . It does not focus
on the cost function though. On the other hand, Variance Constrained LQG (VCLQG)
(see Collins and Selekwa (1999), Conway and Horowitz (2008)) minimizes the cost func-
tion subject to bounds on the variance of the state x and/or the input u. Alternatively, in
Minimal Cost Variance (MCV) control (see Kang et al. (2014), Won et al. (2008)) the mean
costE

[
J
]

is fixed through an equality constraint and the cost varianceV
[

J
]

(or alterna-
tively the cost cumulant) is then minimized. However, expressions for the cost variance
V

[
J
]

are still not given. As such, the only piece of literature focusing on the mean and
variance of the LQG cost function is my own publication of Bijl et al. (2016).
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